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Abstract

The aim of the present work is to provide detailed information on the phase change dynamics of a discrete representation of the pyrolysis vapours in a direct contact heat exchanger (disc and donut quenching column). Eleven compounds were chosen to represent the most common chemical groups found in bio-oil (i.e. acids, aldehydes/ketones, pyrolytic lignin and water). The pyrolytic lignin group is represented through mono-phenolic compounds (i.e. phenol, coniferyl alcohol, guaiacol) whereas the effect of sugar and lignin derived oligomers is neglected. The work aims to identify how different numbers of disc and donut pairs (stages) 3, 5 and 9, affect the condensation performance of the column. The saturation vapour pressures of the individual compounds were calculated based on corresponding states correlations. It is shown that heavy compounds, such as guaiacol, phenol and coniferyl alcohol condense rapidly even with a low number of stages, whereas an increased number of stages is needed to completely capture the heavier acidic (butyric acid) fractions. In all cases, the majority of the acidic fraction (acetic acid and propionic acid) and water were only partially condensed, whereas formic acid and the aldehyde fraction (propanal and pentanal) were not condensed at any stage of the process.

Keywords: Condensation, Liquid collection system, Quenching column, Species transport, Fast pyrolysis, Phase change.

1. Introduction

The demand for fossil fuels has been increased over past few decades due to the rapid growth in terms of global industrialization and development. Moreover, the depletion of fossil fuel reserves coupled with the increasing energy consumption and greenhouse gas emissions poses a new set of challenges. These factors put thrust on the utilisation of renewable energy resources, such as biomass, solar and wind energy. In addition, many countries pledged to reduce the greenhouse gases further intensified the need for renewable energy sources [1].

The use of biomass as a source for energy is one of the alternatives that can contribute to decreasing the share of fossil fuels [2]. Moreover, this will also lead to the reduction of greenhouse gas emissions [3]. When compared with other renewable energy sources, biomass stands as the only source for solid,
Liquid and gaseous fuels. Biomass fast pyrolysis presents certain advantages among all the conversion techniques available for the generation of liquid fuels [4]. This process can provide a liquid fuel that has the potential fuel in any static heating or electricity generation application [5, 6].

Fast pyrolysis vapours require to be rapidly condensed for optimum liquid bio-oil yields. The primary requirement for higher liquid bio-oil yields is the rapid condensation of the condensable pyrolysis vapours [8-11]. Hence, high heat transfer rates, carefully controlled temperatures, the residence time of pyrolysis vapours in the reactor are the most significant factors that affect the process. The presence of non-condensable gases in the system poses significant heat and mass transfer resistance as well as low partial pressures that significantly limit the efficient collection of the liquid product. In the case of the conventional heat exchangers, an inherent problem of preferential deposit accumulation of lignin-derived components, which eventually leads to liquid fractionation, is also present [7]. These depositions typically cause blockages of the pipelines and consequently the heat exchanger itself.

Moreover, due to the improved thermal performance of direct contact condensers, up to 60% less cooling medium is often required than that needed in indirect contact condensers [12]. Several types of direct contact condensers are deployed in fast pyrolysis liquid collection systems like spray columns and quenching columns. These direct contact heat exchangers, significantly minimise the previously stated limitations and provide greater contact area between the coolant and the vapours, which in turn aids the rapid cooling of the latter as well as the capturing of the condensed aerosols.

Recently, the sequential condensation of the pyrolysis vapours is gaining significant popularity [13-15]. The majority of the experimentalists [15-21] deployed series of indirect condensers to achieve sequential condensation while few others [22-24] used direct contact condensers. The advantage of sequential condensation is that different fractions of bio-oil with different compositions can be collected so that the partial upgrading process can be achieved within the pyrolysis process. This will also contribute to the overall thermal efficiency of the plant [25, 26]. For this reason, it is essential to understand the physical behaviour of flows within the liquid collection system so that the efficient column designs can be developed.

According to Bridgwater [27], one of the most essential features of fast pyrolysis for the production of liquid fuels is the low vapour residence time. The vapour residence time refers to the time taken by the vapour from its generation in the reactor to the condensation in the liquid collection system. The optimum vapour residence time is typically 2 seconds, which minimises the undesirable secondary reactions that take place in the vapour phase. Secondary cracking tends to increase the percentage of non-condensable gases in the expense of the final liquid bio-oil [28, 29]. This introduces a significant challenge in the design of efficiently operating quenching columns using empirical relations, which is restricted by the high complexity of the process. The gas-liquid interactions in terms of momentum, heat and mass transport, result in complex flow regimes that are difficult to be predicted by experimentation alone. The thermodynamic condensation model developed by Westerhof et al. [13],
based on the well-known Rachford-Rice formulation [30], provided an insight on how the water yield can be controlled during the condensation of pyrolysis vapours. In the works of Tumbalam Gooty et al. [31, 32], the results of the models developed in HYSYS tool were utilised as a guide to standardise the practical performance of the fractional condensation series. However, these models can only provide the overall balances and lacks the spatiotemporal details of the parameters within the condensing unit which are necessary to develop efficient designs. Under these considerations, the employment of computational methods to provide an insight on the physical phenomena present in the process (i.e. hydrodynamics, heat transfer and phase change phenomena) becomes increasingly necessary.

Various modelling studies have been undertaken in the modelling of the hydrodynamics of sieve tray columns [33-36]. So far, most of the modelling studies performed in the field of pyrolysis technologies are either focused on particle dynamics [37] or chemical conversion modelling [38] within the fluidised bed reactors. A comprehensive review on the mathematical modelling on pyrolysis reactors has been recently presented in the works of Sharma et al. [39]. Some researchers conducted computational fluid dynamics (CFD) analysis on reactor hydrodynamics and its thermochemical performance with a focus on reducing the residence time of vapours and achieving better separation efficiency [39,41]. However, only few research studies have been conducted in the numerical modelling of the condensation of pyrolysis vapours [42]. In this study, the condensation of the mixture of pyrolysis vapours, in the presence of non-condensable gases, is simulated in an indirect contact heat exchanger. The vapours are treated as ideal gases, while the vapour mixture is treated as a unique phase without distinct chemical species. In a later work [43], the assumptions imposing restrictions on selective condensation of different species was improved by treating the vapour phase as a mixture of distinct species. However, the authors have not identified a single study on the numerical modelling and simulation of the condensation of fast pyrolysis vapours within a quenching column.

The aim of the current study is to model the phase change phenomena due to condensation occurring within a quenching column. The gas-liquid interactions are simulated using the immiscible Eulerian–Eulerian approach. The assessment of the hydrodynamic performance of the quenching column has been presented in the first part of this study [44]. The chemical thermodynamics governing the condensation process have been incorporated in user-defined subroutines to suit to the flow regimes within the quenching column. The numerical model has been applied for the determination of the optimum number of stages within the quenching column and its effect on the condensation of individual species. The CFD results clearly show the impact of the number of stages, temperature and pressure on the relative saturation of the individual species. Also, the effect of the species volatility on the phase change characteristics is thoroughly analysed and discussed.
2. Experimental conditions

Experimental investigations have been conducted at Aston University, based on the ablative pyrolysis process described by Peacocke et al. [45], for the production of liquid bio-oil. The pyrolysis reactor is designed to operate at a biomass feeding rate of 5 kg/hr; however, due to feeder limitations the feeding rate was limited to 3 kg/hr [46]. The liquid collection system of the pyrolysis rig comprised of a quenching column coupled with an electrostatic precipitator. The dimensions of the quenching column are based on the maximum intended gas flow rates from the pyrolysis reactor, as well as the flooding factors.

The original (baseline) design of the quenching column and the equipment has been designed for a total gas (i.e. gases plus pyrolysis vapours) flow rate 0.0044 m³/s at a temperature of 400°C. The gaseous composition was estimated based on Toft’s [47] empirical relationship. Thus the total gas composition consists of 87% N₂ by volume, while the remaining 13% consists of condensable and non-condensable gases.

Octane at -5°C and at a flow rate of 0.025 kg/s, has been used as the direct contact cooling medium because of its immiscibility with the highly oxygenated hydrocarbons present in the final liquid bio-oil product. The design specifications of the discs and donuts inside the quenching column are given in Table 1. The experimental findings reported flooding of the quenching column at the design gaseous flow rate of 0.0044 m³/s. However, the design modifications suggested in the first part of this study eliminated flooding phenomena are also highlighted in Table 1.

3. Condensation model

The condensation model used in this paper is an extension to the works of Papadikis et al. [42] and Palla et al. [43]. In the former work, the condensation model was presented using a uniform vapour composition, whereas in the latter one, the model was developed for the indirect contact condensation and modelled using species transport. The current model extended the scope to direct contact condensation with some limitations as described below. The pyrolysis vapour is represented with 11 species. Each individual species is treated as an individual compound which is condensed according to its saturation vapour pressure. The condensation model in this way enables the prediction of the pyrolysis vapour composition accurately at each stage, once the initial vapour composition is known. The inlet pyrolysis vapour composition is highly dependent on the type of feed used during the pyrolysis process and type of reactor and its conditions. These compositions further suggest the type of application for which the bio-oil produced [48]. The selection of the number of chemical species and their corresponding initial volume fractions can be modified depending on the chemical compounds of interest. A more comprehensive classification and grouping can be found in the works of Garcia-Perez et al. [49] where they developed a characterisation approach to determine the bio-oil composition in terms of macro-chemical families.
The pyrolysis vapours used in this analysis was represented in a discrete form by 11 chemical species typically found in bio-oil. The selected species are listed in Table 2, and have been taken from the bio-oil composition used in the work of Brett et al. [50]. This discrete composition is an equivalent representation of the continuous thermodynamics model used in the study of Hallett and Clark [51], which in turn is based on molecular weight distributions of specific chemical groups found in bio-oils (i.e. acids, aldehydes / ketones, pyrolytic lignin and water). It has to be pointed out that in the current work the effect of lignin and sugar derived oligomers have been neglected, whilst the pyrolytic lignin group is simplified to a mono-phenolic representation through phenol, guaiacol and coniferyl alcohol. While making a discrete representation, one has to make sure that the overall average distribution of the affected chemical groups in the continuous description remains unchanged. This inevitably imposes a limitation on the minimum number of discrete chemical compounds in group, which will have to satisfactorily approximate a continuous curve. It has to be noted that the pyrolysis vapours composition does not represent a particular biomass feedstock but rather an average bio-oil representation from several reports found in the literature.

The thermochemical properties of each species (Table 2) have been calculated using existing data available in the literature [52]. The critical properties have been estimated using the group contribution method [53] when they are not readily available in the literature.

3.1 Vapour-liquid equilibrium (VLE)

This condensation model utilises the generalized corresponding states method to calculate saturation vapour pressure of each species of the pyrolysis vapour. According to Mejbri and Bellagi’s [54] generalized three parameter corresponding states correlation, the natural logarithm of the reduced saturated vapour pressure and acentric factor $\omega^i$ are in linear relation as shown in Eq. (1) with an averaged fluctuation about 0.16%.

$$\ln(P^i_P) = f_0(\tau^i) + \omega^i f_1(\tau^i),$$  \hspace{1cm} (1)

where $\tau^i$ is the inverse of the reduced temperature $T^i_r$ of the $i^{th}$ species and is equal to $1/T^i_r$. The functions $f_0$ and $f_1$ are given by Eqs. (2) and (3)

$$f_0(\tau^i) = \gamma_4(\tau^i - \exp(1 - \tau^i)) + \gamma_2((\tau^i)^{\gamma_3} - \exp(1 - \tau^i))$$  \hspace{1cm} (2)

and

$$f_1(\tau^i) = \gamma_4(\tau^i - \exp(1 - \tau^i)) + \gamma_5((\tau^i)^{\gamma_6} - \exp(1 - \tau^i)).$$  \hspace{1cm} (3)

The values of the six universal $\gamma$ coefficients are listed in Table 3.
In order to estimate the vapour pressures using Eq. (1), the critical pressures and temperatures are required along with the acentric factor. If the acentric factor is not available, Mejbri and Bellagi [54] recommended estimating it using the boiling temperature $T_b^i$ as shown in Eq. (4)

$$\omega^i = \left(0.013162987 - \ln P_c^i - f_0(\tau_b^i)/f_1(\tau_b^i)\right),$$  \hspace{1cm} (4)

where $\tau_b^i$ is the ratio of the critical and boiling temperatures i.e. $\tau_b^i = T_c^i/T_b^i$. The critical pressure $P_c^i$ used in Eq. (4) is expressed in bars.

The condensation rate is governed by the magnitude of the relative saturation value which is the ratio of the vapour fugacity ($f_v^i$) to the saturated vapour fugacity ($f_s^i$). Under the vapour liquid equilibrium (VLE) conditions, the relative saturation will be unity. The vapour fugacity in this case is the partial pressure of the particular species in the system as given in the Eq. (5)

$$f_v^i = \phi^i \rho^i = \phi^i x^i P,$$  \hspace{1cm} (5)

where $P^i$ is the partial pressure of the species ‘i’ and $P$ is the total pressure of the mixture. $x^i$ is the mole fraction of the $i^{th}$ species within the vapour mixture.

The saturated vapour fugacity computed from the reduced saturation pressure as shown in Eq. (6)

$$f_s^i = \phi_{sat}^i P^i \rho_c^i.$$  \hspace{1cm} (6)

Here the fugacity coefficients $\phi^i$ and $\phi_{sat}^i$ which measures the departure from ideal are assumed as 1 and hence the saturated vapour pressure is considered the same as the saturated vapour fugacity. This is especially true when the system is not under high pressures and is evident from Eq. (7)

$$\lim_{P \to 0} \ln \phi^i = 0.$$  \hspace{1cm} (7)

### 3.2 Thermodynamic properties

The thermodynamic properties of the vapour mixture are calculated based on the assumption of the ideal mixture behaviour for the pyrolysis vapours. The vapour mixture viscosity is computed based on the Dean and Stiel [55] relation which is a function of the reduced mixture temperature as shown in Eq. (8). The mixture viscosity $\mu_m$ in this relation is expressed in micro poise

$$\mu_m = \left\{ \begin{array}{ll}
3.4 T^{8/9}_m / \xi_m & \text{if } T_{rm} \leq 1.5 \\
16.68 (0.1338 T_{rm} - 0.0932)^{5/9} / \xi_m & \text{if } T_{rm} > 1.5
\end{array} \right.,$$  \hspace{1cm} (8)

where $\xi_m$ is inverse viscosity and expressed in $\mu m^{-1}$. This can be calculated by using Eq. (9)

$$\xi_m = \left(\frac{\tau_{cm}}{(M_m \rho_{cm})}\right)^{1/6}.$$  \hspace{1cm} (9)

The reduced mixture temperature $T_{rm}$ is expressed as the ratio between temperature and mixture critical temperature. Here the mixture critical temperatures and mixture molecular weight were calculated by mass fraction weightage basis i.e. $\sum y^i T_c^i$, $\sum y^i M^i$ respectively. The mixture critical pressure $P_{cm}$ expressed in atmospheres is calculated using Eq. (10)
The universal gas constant $R$ in Eq. 10 is equal to 82.05746 (atm. cm$^3$/ mol·K).

Due to lack of the group contribution data, in this analysis, the more accurate correlations like Chung et al. [56] are not considered for calculating the thermal conductivity. The famous Eucken correlation offers a simple method to estimate the mixture’s thermal conductivity,

\[ k_m = \left( 1.32 + \frac{1.77}{C_{p_m}/R-1} \right) \left( \frac{\mu_m(C_{p_m}-R)}{M_m} \right), \]  

where $k_m$ is the thermal conductivity of the vapours, $C_{p_m}$ is the heat capacity of the vapours, which is calculated on a mass fraction average, i.e. $\sum w_i C_{p_i}$. Individual species heat capacities are given in Table 4. These values are obtained from Reid et al. [57] and Stull et al.[58]. The heat of vaporization for each chemical species within the vapour is estimated based on the law of corresponding states. The relationship of the heat of vaporisation with acentric factor, $\omega^i$, and the reduced temperature, $T_r^i$, shown in Eq. (12) is an analytical representation of the Pitzer’s [59] correlation

\[ \Delta H_v^i = \left( 7.08 \left( 1 - T_r^i \right)^{0.354} + 10.95 \omega^i \left( 1 - T_r^i \right)^{0.456} \right) R T_r^i. \]  

In this work, the bio-oil is treated as a homogeneous compound and hence its composition is not varied spatially or temporally. Representative bio-oil properties were sourced from the recent works of Oasmaa et al. [60-62]. The bio-oil properties are shown in Table 5.

The pyrolysis vapour and liquid bio-oil properties are subjected to errors associated with the estimation techniques and experimental values used for their computation. However, there is great confidence that the deviations from reality will not significantly affect the final results of the numerical model as the previously mentioned correlations and experimental values have been widely used and accepted by the chemical industry for several years.

4. Numerical Model

The commercial CFD package ANSYS Fluent 15 has been used as the computational platform for the simulation of the quenching column hydrodynamics. The modelling approach is based on the hybrid immiscible Eulerian model (VOF and Eulerian Multiphase model). The major advantage of this modelling approach over the standard VOF method which is developed by Hirt et al. [63] is that the solution of the conservation equations for each phase can provide information about the slip velocity at the interface of the two phases, which consequently leads to a more accurate prediction of the heat transfer computations. Moreover, there is no limitation in creating finer grids to capture finer volume fractions of the phases accurately. The governing equations for the numerical model are as follows:

Continuity equation for phase $p$

\[ \left( \frac{\partial}{\partial t} \left( a_p \rho_p \right) + \nabla \cdot \left( a_p \rho_p v_p \right) \right) = \left( \dot{m}_{qp} - \dot{m}_{pq} \right). \]
In Eq. (13), the mass source terms $m_{pq}$ & $m_{qp}$ correspond to mass transfer from phase $p$ to phase $q$ and vice versa. The mass transfer from vapour phase to the bio-oil phase corresponds to the sum of the individual species mass transferred to the bio-oil. This is calculated based on the vapour liquid equilibrium (VLE) condition as mentioned in section 3.1. In this study, the mass transfer between the coolant and other phases is neglected. The volume fraction $a_p$ is solved only for secondary phases. The primary phase volume fraction is calculated based on the fact that the sum of all phase volume fractions in the particular cell is equal to 1 as shown in Eq. (14)

$$\sum_{p=1}^{n} a_p = 1.$$ (14)

The secondary phase volume equations are solved using explicit time discretisation which uses a finite-difference interpolation method. This method uses the previous time step volume fraction values for the calculations as given in Eq. (15)

$$\frac{a_{p,f}^{n+1} - a_{p,f}^n}{\Delta t} + \sum_f (\rho_p U_f^n a_{p,f}^n) = \left[ \sum_{q=1}^{n} (m_{qp} - m_{qp}) \right] V.$$ (15)

Here, $a_{p,f}^n$ is the face value of the $p^{th}$ volume fraction, whereas $U_f^n$ represents the volume flux through the faces. This was computed with a compressive scheme when the interface involves the liquid coolant. In the case of an interface between bio-oil and pyrolysis vapour, the calculations were performed by using a second order upwind scheme.

Momentum conservation equation for phase $p$

$$\frac{\partial (a_p \rho_p v_p)}{\partial t} + \nabla \cdot \left( a_p \rho_p v_p v_p \right) = -a_p \nabla p + \nabla \cdot \bar{\sigma}_p + a_s \rho_p \bar{g} + \bar{R} + F_\alpha + \bar{M}_s, \quad (16)$$

where $\bar{\sigma}_p$ is the stress-strain tensor, $\bar{R}$ is the interaction force between two phases given by

$$\bar{R} = K_{pq} (\bar{v}_p - \bar{v}_q), \quad (17)$$

where $K_{pq}$ is the interphase momentum exchange coefficient, defined as

$$K_{pq} = \frac{\rho_{pq} f}{6 \tau_{pq}} d_p A_f, \quad (18)$$

where $f$ is the drag function, defined as $C_D \text{Re}/24$, $C_D$ is the drag coefficient based on the Schiller-Naumann drag model [64], and Re is the relative Reynolds number between the two phases.

$$C_D = \begin{cases} 24(1 + 0.15 \text{Re}^{0.687})/\text{Re} & \text{Re} \leq 1000 \\ 0.44 & \text{Re} > 1000 \end{cases} \quad (19)$$
Re = \frac{\rho_{pq} |\overline{v}_p - \overline{v}_q| d}{\mu_{pq}}. \tag{20}

The term \( \tau_{pq} \) used in Eq. (18) is the particulate relaxation time and is defined as

\[ \tau_{pq} = \frac{\rho_{pq} d^2}{18 \mu_{pq}}. \tag{21} \]

The subscript \( pq \) denotes the volume averaged properties for density and viscosity.

The interfacial area \( A_i \) shown in Eq. (18) is estimated based on algebraic relation between interfacial area concentration and specific bubble diameter. This relationship explained in Eq. (22). The symmetry model is employed for the calculation of the interface between the coolant and vapours. In the case of vapours and bio-oil where some mist flow is expected, the particle model was used. However, for the computation of the drag forces, the symmetric drag model was utilised. This model is recommended when the dispersed phase in one region becomes a continuous phase in another region of the domain, this is true between vapours and liquid coolant.

\[ A_i = \begin{cases} \frac{6a_i}{d_i}, & \text{particle model} \\ \frac{6a_i(1-a_i)}{d_i}, & \text{symmetric model} \end{cases} \tag{22} \]

The diameter of the dispersed phase is represented by \( d \), where in this work has been set equal to 0.0001m which is one tenth of the minimum grid size. The term \( F_\sigma \) used in Eq. (16) is a source term, which represents the surface tension forces at the interface. The formulation for the surface tension is based on the work of Brackbill et al.[65].

\[ F_\sigma = \sigma \frac{\rho_{pq} k_p \nabla a_p}{0.5(\rho_p + \rho_q)}. \tag{23} \]

The surface tension coefficient \( \sigma \) can be found in Table 5 together with the rest of the fluid properties. In Eq. 23, \( k_p \) is defined as the curvature and is computed from the unit normal which is defined as the gradient of the volume fraction of the liquid phase.

The momentum source \( \dot{M}_{s,p} \) is calculated based on the mass exchanged between the phases i.e. from vapour phase to bio-oil phase as shown in Eq. (24).

\[ \dot{M}_{s,p} = \dot{m}_{qp}(\overline{v}_q - \overline{v}_p). \tag{24} \]

Here \( \dot{m}_{pq} \) is equal to the sum of all the individual species mass sources condensed to form the bio-oil and is computed as \( \dot{m}_{p,q} = \sum_i \dot{m}_i \).

In order to solve the conservation equations for individual chemical species within the vapour phase, the convection-diffusion equation of the \( i^{th} \) species as shown in Eq. (25) is used

\[ \frac{\partial}{\partial t}(\rho w^i) + \nabla \cdot \rho \vec{v} w^i = -\nabla \cdot \vec{J}^i + S^i. \tag{25} \]
The diffusion flux $j^i$ of the component $i$ is computed based on Fick’s law which states that mass diffusion occurs due to concentration gradients.

The energy conservation for phase $p$ is given as

$$
\frac{\partial (\rho^p_h^p)}{\partial t} + \nabla \cdot (\rho^p_h^p v^p_h^p) = -a^p \frac{\partial p^p}{\partial t} + \mathbf{F} \cdot \nabla v^p_h^p - \nabla \cdot q^p_h^p + Q + H_{s,p}.
$$

(26)

In Eq. (26), $q^p_h$ is the heat flux and $Q$ is the volumetric rate of energy transfer between two phases defined by

$$
Q = h_{pq}(T_q - T_p).
$$

(27)

The heat transfer coefficient $h_{pq}$ between two phases was estimated based on the Ranz-Marshall correlation [66]. The heat source due to phase change $H_{s,p}$ mentioned in Eq. (26) is computed by

$$
H_{s,p} = \begin{cases} 
\sum_i (-\dot{m}_c^i H_p^i) & \text{for vapour phase} \\
\sum_i \dot{m}_c^i (H_p^i - \Delta H_v^i) & \text{for bio-oil phase}
\end{cases}
$$

(28)

The terms $H_p^i$ & $\Delta H_v^i$ are the enthalpy and latent heat of vaporisation of the species $i$.

Turbulence modelling has not been considered in this work since the Rayleigh number of the flow is well below the $10^8$ value. It has also been previously reported that laminar flow assumptions give better predictions for this type of flow [67]. However, the RNG k-ε model has been also tested in the configuration, but the results did not show any significant difference.

5. Model assumptions

The implementation of the condensation model is based on the following assumptions.

I. The pyrolysis vapours together with the carrier gas nitrogen are treated as an ideal mixture. This is mainly due to the unavailability of the excess function data in the literature.

II. Fugacity coefficients are assumed as 1. This assumption can be justified when the system is not under high pressures.

III. Uniform properties for the condensed bio-oil were assumed within the quenching column, whereas, for the bio-oil phase, a diffusive behaviour similar to a mist flow regime is assumed.

IV. Buoyancy induced laminar flow conditions were assumed inside the quenching column.

6. Geometry

Table 1 gives the existing experimental quenching column dimensions. The original configuration includes 9 stages (pairs) of discs and donuts. However, in order to assess the effects of the number of stages on the condensation of pyrolysis vapours, the hybrid design (Fig. 1) is modelled with 3, 5 and 9 stages respectively. The hybrid design is a combination of the Type 3 and Type 4 design variants as it is proposed in the part A of this study [44]. The main features of the hybrid design is that it offers the
atomisation pattern present in the Type 3 variant at the bottom stage of the column, while it maintains
the uniform flow characteristics of Type 4 variant for the rest of the column stages. This configuration
provides a rapid cooling on the pyrolysis vapours as they enter the quenching column, while it
minimises the pressure build up and eliminates any flooding phenomena. The respective
computational grids comprise approximately 0.76, 0.98 and 1.4 million hexahedral cells for 3, 5 and 9
stages with uniform spacing.

7. Results & Discussions

7.1 Optimization of the quenching column configuration

As shown in Fig. 2, the hybrid design presents better inlet heat transfer characteristics than Type 4
variant whereas Type 3 variant provides the most rapid cooling at the inlet point mainly due to the
increased heat transfer area resulting from the intense coolant atomisation. However, as the vapours
flow through the first (i.e between 3.5 and 5.5 cm) stage of the column, a sudden drop in the vapour
temperature is observed in the hybrid design due to the combined effects of the coolant atomisation at
the bottom donut plate and the uniform curtain flow from the upper disc plate. The vapour
temperature is further decreased at the subsequent stages where it is eventually matched by the Type 3
variant towards the outlet of the column. The Type 4 variant is not able to provide as efficient vapour
cooling as the Type 3 or the hybrid configuration at any stage of the column.

Observing the pressure variation in the three configurations (Fig. 3) one can see that the hybrid design
presents the lowest overall pressure build up in the column compared to the Types 3 and 4 variants.
Comparing the pressure build up as a pressure ratio of Types 3 and 4 to the hybrid design, one can
observe that the pressure close to the inlet is higher in the hybrid configuration, something that is
expected to positively affect the rapid vapour condensation at an early stage. The column pressure
significantly increases at the later stages for Types 3 and 4 compared to the hybrid case. This pressure
rise is expected to improve vapour to liquid conversion at the subsequent stages; however it makes the
column more susceptible to flooding phenomena.

Overall, the hybrid design has been shown to provide better heat transfer performance with rapid
vapour cooling. The increased vapour pressure at the early stages in the hybrid design facilitates better
condensation, whereas its uniform hydrodynamic conditions and low pressure build up at the
subsequent stages greatly overcome possible flooding phenomena. The condensation process is
studied in different hybrid configurations consisting of 3, 5 and 9 stages respectively (Fig. 4) in order
to determine the optimum column size and vapour conversion efficiencies.

As shown in Fig. 5 the number of stages as well as the different pressure build ups in the different
configurations do not have a significant impact on the maximum velocities at which the vapours travel
through the column. It is observed that higher velocities are achieved close to the inlet with a
magnitude ranging between 6-7 m/s, whereas a significant decrease (2-3 m/s) is noted when the
vapours flow through the disc and donut pairs on the column. Hence, the residence time and consequently the condensation time of the vapours will mainly depend on the geometrical aspects of the column rather than its two phase flow characteristics, which at steady state are almost identical for all three configurations.

7.2 Phase change dynamics

As shown in Fig. 6, there are considerable differences in the heat transfer and pressure build up characteristics among the various column configurations. It is evident that the higher the number of stages in the column, the more rapid the vapour cooling due to higher pressure build ups. The hydrodynamics behaviour of the column is only slightly affected by the different number of stages, whereas the condensed bio-oil distribution presents significant differences due to different heat transfer and pressure characteristics. It is evident from Fig. 7 that the average temperature difference between the 3-stage and the 9-stage configuration can reach up to approximately 8-10 K at individual stages. That is mainly reflected at the regions of 5-10 cm from the inlet as well as the region beyond 15 cm from the inlet. It is also worth noting that the coolant temperature was raised by 12 to 18 K within the quenching column between the coolant inlet and coolant outlet. The maximum temperature rise was observed in the 9-stage configuration. The pressure difference for the same regions can exceed 100 Pa as shown in Fig. 8. This will have significant implications on the final condensed fraction of the individual chemical compounds comprising the pyrolysis vapours in each column configuration.

As shown in Fig. 9, the phase change behaviour differs among the various compounds. Phase change from vapour to liquid takes place whenever the relative saturation of a specific compound exceeds unity. It is evident that in all configurations, the same 7 compounds (i.e. acetic acid, propionic acid, butyric acid, coniferyl alcohol, guaiacol, phenol and water) are condensed inside the column, however at different proportions. The different temperature and pressure build up characteristics in the column significantly affect the amount of the final condensed product. The 4 compounds that have been remained uncondensed in all column configurations are the aldehyde group (propanal, butanal, pentanal) as well as formic acid (i.e their maximum relative saturation does not exceed unity in any stage or configuration). In the carboxylic acids group, the acetic and propionic acid have been condensed to significant proportions. This result is in many aspects different compared to a previous study by the authors [43], where the condensation of pyrolysis vapours was investigated in an indirect contact heat exchanger. In that study, only traces of acetic and propionic acid were condensed due to a sudden change in pressure towards the outlet of the condenser. This was also validated by the experimental observations made under indirect contact condenser experimental conditions [68]. These results are also in good agreement with the observations of Westerhof et al. [13], where the light organic compounds (e.g. acetic acid) were primarily collected in the second condenser. It needs to be noted though that different operating conditions and different types of condensers (spray columns)
were used in that study. It is clearly evident that the lower temperature and especially the greater vapour pressure build up in the quenching column significantly promote the phase change of the acidic components (35 to 62% for acetic acid and 66 to 81% for propionic acid as shown in Table 6). In both studies however, the highly volatile compounds such as formic acid and the aldehyde group have not been condensed at all. This is also evident from recent experimental works [23] conducted at Aston university where the direct contact cooling was adopted. The results clearly show that the pH values of the bio-oil collected from the quenching column was higher than the bio-oil collected from the dry ice condensers. This trend of increasing acid number in subsequent stages of condensers was clearly highlighted in Pollard et al.’s [17] experimental works on bio-oil recovery with stage fractions. It is worth to note that compound condensation continues to take place until the outlet of the column for all configurations. The only compound that shows significant difference in its thermodynamic behaviour between the 5-stage and the 9-stage configurations is the butyric acid. The mole fraction ratio in the vapour mixture (Fig. 10) shows how the concentration of each of the pyrolysis vapours compound changes relative to its concentration at the inlet, as the various compounds condense in the column. A value of zero in the relative mole fraction graph indicates complete conversion of that compound. As shown in Figs. 9 and 10, butyric acid is completely condensed only in the 9-stage configuration due to the increased pressure build up in the column. This shows the significant role that pressure variations can play in the liquid collection system. Taking into account that coolant temperatures present a lower limit and can significantly limit phase change, the design of quenching columns needs to focus on pressure control for the optimisation of the final liquid yield. In this study, butyric acid is the perfect example of such influence of the system pressure on the thermodynamic behaviour of selected compounds. However, the upper limit for pressure build up in the column is dictated by flooding phenomena, as described in the part A of this study. Excessive condensation of the rest six compounds, with nearly over 50% in all configurations, is also observed as shown in Table 6 with acetic acid being the only exception in the 3-stage configuration with 35% conversion. Condensation of acetic acid was also observed in the later stages of condensers in the study of Pollard et al. [17] which displays a similar trend with this study.

The total and maximum enthalpy of condensation per segment, shown in Fig. 11, is directly related to the condensed mass of each species and they follow a similar trend. Hence, the enthalpy source is directly correlated with the mass source. As shown in Fig. 11, the higher fraction of vapour conversion occurs within the bottom 3 stages of each column configuration. This is an expected outcome if one considers that the partial pressure of the vapour compounds is significantly higher at the inlet of the column. However, the mass source of each species varies significantly depending on the degree of volatility of the corresponding compound. It is clear that compounds with lower volatility (i.e. coniferyl alcohol, phenol, guaiacol) are nearly completely condensed even at the first stage of the column, whereas the fraction with higher volatility is only partially condensed at the end.
of the third stage. As mentioned earlier, butyric acid behaves differently in the 9-stage configuration due to higher pressure build up in the column. It is shown (Fig. 11) that in the 3- and 5- stage configurations it is only partially condensed at the end of the third stage, whereas it is completely converted at the end of the first stage in the 9-stage configuration. A significant amount of water is also converted primarily in the bottom 2 stages of the column in all configurations, while its overall conversion is only slightly affected by the number of stages in the column (i.e. only 6% difference between the 3-stage and 9-stage configurations). The rate of water condensation is also found to be in line with the predictions of the thermodynamic model of Westerhof et al. [13], where limited condensation is observed at temperatures below 20°C. Moreover, water condensation significantly increases when the condenser temperature is kept below 70°C [31].

The enthalpy of vaporization values are embedded into the solver as energy source terms and are subtracted from the bio-oil phase. As it is the case for the mass sources of the individual compounds, the higher total as well as maximum enthalpy values are attributed to the lower volatility compounds and water, where an order of magnitude difference is observed with the rest of the condensed components. Despite its complete conversion in the 9-stage configuration, butyric acid’s contribution to the total and maximum enthalpies of condensation is still low due to its higher vapour pressure.

8. Conclusions

A species transport model was implemented within the immiscible Eulerian multiphase approach to model the pyrolysis vapour condensation in a disc and donut quenching column. It was found that the design of this equipment needs to be compromised between two fundamental factors; the hydrodynamic performance, which will ensure the continuous operation of the column and the maximum degree of vapour to liquid conversion. In the part A of this study, it was shown that gas pressure build up can result in flooding phenomena which will eventually affect the capacity and gas flow rate in the column. Different design variants to overcome the flooding issues were proposed. In this study, it was shown that the lower coolant temperatures and higher pressure build up in the column promote the condensation of the higher volatility compounds. However, the limiting factor will always be the desired pyrolysis vapours conversion and hydrodynamic stability of the column.

In the current study, it was shown that the lower volatility compounds were rapidly and totally condensed in all three different column configurations. However, significant differences in the final degree of conversion were observed in the higher volatility compounds. Partial condensation was observed for the acidic components apart from formic acid which was not condensed at any configuration. It was shown that the higher the pressure build up in the column, due to the increased number of stages, can significantly aid the conversion of the compounds with higher volatility, such as butyric acid. The highly volatile compounds such as the aldehyde group as well as formic acid
were not condensed at any column configuration, leading to the conclusion that secondary low temperature condensers will be required in the system.

It has to be noted that the presented model can be used for the design and optimisation of any type of heat exchanger used for the condensation of fast pyrolysis vapours. However, the fluid dynamic and heat transfer characteristics which will eventually affect the equilibrium properties of the selected compounds will be specific to the condenser under study. The results presented in this study are specific to the proposed quenching column and cannot be extrapolated to other types of condensers.
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Nomenclature

Latin symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_c$</td>
<td>Curtain area, m$^2$</td>
</tr>
<tr>
<td>$A_w$</td>
<td>Window area, m$^2$</td>
</tr>
<tr>
<td>$C_D$</td>
<td>Drag coefficient</td>
</tr>
<tr>
<td>$C_{pm}$</td>
<td>Mixture heat capacity J/kg K</td>
</tr>
<tr>
<td>$d$</td>
<td>Droplet/ bubble diameter, m</td>
</tr>
<tr>
<td>$f$</td>
<td>Drag function</td>
</tr>
<tr>
<td>$f_w, f_1$</td>
<td>Functions in the three parameter corresponding state equation</td>
</tr>
<tr>
<td>$f^i_l$</td>
<td>Liquid fugacity, Pa</td>
</tr>
<tr>
<td>$f^i_v$</td>
<td>Vapour fugacity, Pa</td>
</tr>
<tr>
<td>$F_s$</td>
<td>Surface tension force, N/m$^3$</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration, m/s$^2$</td>
</tr>
<tr>
<td>$h$</td>
<td>Specific enthalpy of the phase, J/kg</td>
</tr>
<tr>
<td>$H^i_p$</td>
<td>Enthalpy of the species</td>
</tr>
<tr>
<td>$H_{s,p}$</td>
<td>Latent heat source, W/m$^3$</td>
</tr>
<tr>
<td>$H^i_v$</td>
<td>Heat of vaporisation or latent heat, J/kg</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Mixture thermal conductivity W/m K</td>
</tr>
<tr>
<td>$K_{pq}$</td>
<td>Interphase momentum exchange coefficient, kg/m$^3$s</td>
</tr>
<tr>
<td>$k_p$</td>
<td>Curvature</td>
</tr>
<tr>
<td>$M^i$</td>
<td>Mole fraction, g/mol</td>
</tr>
<tr>
<td>$M_m$</td>
<td>Mixture molecular weight, g/mol</td>
</tr>
<tr>
<td>$\bar{M}_{s,p}$</td>
<td>Momentum source vector, N/m$^3$</td>
</tr>
<tr>
<td>$\dot{m}^i_c$</td>
<td>Mass condensed, kg/m$^3$s</td>
</tr>
<tr>
<td>$\dot{m}_{qp}$</td>
<td>Mass transfer rate between phase q to phase p, kg/m$^3$s</td>
</tr>
<tr>
<td>$n$</td>
<td>Unit normal</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure, Pa</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure, Pa</td>
</tr>
<tr>
<td>$p^i$</td>
<td>Partial pressure, Pa</td>
</tr>
<tr>
<td>$P^i_c$</td>
<td>Critical pressure, bar</td>
</tr>
<tr>
<td>$P_{cm}$</td>
<td>Mixture critical pressure, Pa</td>
</tr>
</tbody>
</table>
Reduced saturation pressure
Heat flux, W/m²
Volumetric rate of energy transfer, W/m³
Volumetric flow rate, m³/s
Universal gas constant, J/mol K, atm cm³/mol-K in Eq. (10)
Reynolds number
Volumetric rate of energy transfer, W/m³
Species source, mol/m³
Temperature, K
Boiling temperature, K
Critical temperature, K
Reduced temperature
Mixture reduced temperature
Time, s
Volume flux, m³/s
Curtain velocity, m/s
Window velocity, m/s
Critical volume, cm³/mol
Mole fraction
Mass fraction
Critical compressibility factor

**Greek symbols**
Volume fraction
Universal coefficients used in $f_0, f_1$ functions
Dynamic viscosity, Pa – s
Mixture viscosity, Micro Poise ($\mu P$)
Velocity vector, m/s
Inverse viscosity, $\mu P^{-1}$
Density, kg/m³
Volume averaged density, kg/m³
Surface tension, N/m
\( \tau \) Particulate relaxation time, s

\( \tau^i \) Inverse of the reduced temperature

\( \bar{\tau} \) Stress tensor, N/m²

\( \phi^i \) Fugacity coefficient

\( \phi^i_{sat} \) Fugacity coefficient at saturation condition

\( \omega^i \) Acentric factor

### Subscripts

\( b \) Properties at boiling point

\( c \) Critical properties

\( f \) face index

\( p, q \) Phase index

\( pq \) Volume averaged properties

\( l \) Liquid

\( g \) Gas

\( m \) Vapour mixture

### Superscripts

\( i \) \( i^{th} \) species
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### Tables:

#### Table 1
Design specifications.

<table>
<thead>
<tr>
<th>Volumetric Flow rate (m³/s)</th>
<th>Temperature (°C)</th>
<th>Column Diameter (cm)</th>
<th>Donut inner annular diameter (cm)</th>
<th>Disc diameter (cm)</th>
<th>Spacing Between disc and donut (cm)</th>
<th>Number of discs</th>
<th>Number of donuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>3 stages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0.044</td>
<td>400</td>
<td>9.7</td>
<td>3.4</td>
<td>7.7</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 stages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>9 stages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

#### Table 2
Chemical compounds in the pyrolysis vapour and their properties.

<table>
<thead>
<tr>
<th>Chemical compound</th>
<th>Initial Volume fraction *</th>
<th>Molar mass (g/mol)</th>
<th>Critical Temperature (K)</th>
<th>Critical pressure (atm)</th>
<th>Critical volume (cm³/mol)</th>
<th>Acentric factor</th>
<th>Critical compressibility factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetic acid</td>
<td>0.037</td>
<td>60.05</td>
<td>594</td>
<td>57.1</td>
<td>171</td>
<td>0.454</td>
<td>0.2</td>
</tr>
<tr>
<td>Butanal</td>
<td>0.109</td>
<td>72.11</td>
<td>524</td>
<td>40</td>
<td>278</td>
<td>0.352</td>
<td>0.26</td>
</tr>
<tr>
<td>Butyric acid</td>
<td>0.011</td>
<td>88.11</td>
<td>628</td>
<td>52</td>
<td>292</td>
<td>0.67</td>
<td>0.295</td>
</tr>
<tr>
<td>Coniferyl alcohol</td>
<td>0.19</td>
<td>180.2</td>
<td>569.9</td>
<td>33.6</td>
<td>482</td>
<td>1.155</td>
<td>0.346</td>
</tr>
<tr>
<td>Formic acid</td>
<td>0.042</td>
<td>46.02</td>
<td>580</td>
<td>57.34</td>
<td>120</td>
<td>0.368</td>
<td>0.1445</td>
</tr>
<tr>
<td>Guaiacol</td>
<td>0.108</td>
<td>124.14</td>
<td>696.8</td>
<td>46.613</td>
<td>338</td>
<td>0.563</td>
<td>0.275</td>
</tr>
<tr>
<td>Pentanal</td>
<td>0.021</td>
<td>86.13</td>
<td>554</td>
<td>35</td>
<td>333</td>
<td>0.4</td>
<td>0.26</td>
</tr>
<tr>
<td>Phenol</td>
<td>0.054</td>
<td>94.11</td>
<td>694.2</td>
<td>60.5</td>
<td>229</td>
<td>0.44</td>
<td>0.24</td>
</tr>
<tr>
<td>Propanal</td>
<td>0.144</td>
<td>58.08</td>
<td>496</td>
<td>47</td>
<td>223</td>
<td>0.313</td>
<td>0.26</td>
</tr>
<tr>
<td>Propionic acid</td>
<td>0.017</td>
<td>74.08</td>
<td>612</td>
<td>53</td>
<td>230</td>
<td>0.536</td>
<td>0.242</td>
</tr>
<tr>
<td>Water Vapour</td>
<td>0.267</td>
<td>18.01</td>
<td>647.3</td>
<td>217.6</td>
<td>56</td>
<td>0.344</td>
<td>0.229</td>
</tr>
</tbody>
</table>

*Excluding the carrier gas Nitrogen
### Table 3
Coefficients of Eqs. 2 and 3.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\gamma_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5.53357241</td>
</tr>
<tr>
<td>2</td>
<td>11.0210515</td>
</tr>
<tr>
<td>3</td>
<td>-0.51243147</td>
</tr>
<tr>
<td>4</td>
<td>-10.6722729</td>
</tr>
<tr>
<td>5</td>
<td>29.4364927</td>
</tr>
<tr>
<td>6</td>
<td>-0.44101891</td>
</tr>
</tbody>
</table>

### Table 4
Heat capacities of individual components present in pyrolysis vapours.

$$C_p = A_1 + A_2 T + A_3 T^2$$

<table>
<thead>
<tr>
<th>Chemical compound</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetic acid</td>
<td>195.74849</td>
<td>3.5237048</td>
<td>-0.001545339</td>
</tr>
<tr>
<td>Butanal</td>
<td>245.97362</td>
<td>4.4604585</td>
<td>-0.001734686</td>
</tr>
<tr>
<td>Butyric acid</td>
<td>229.03995</td>
<td>3.9854485</td>
<td>-0.001549761</td>
</tr>
<tr>
<td>Coniferyl alcohol</td>
<td>527.97236</td>
<td>3.1066709</td>
<td>-0.000768719</td>
</tr>
<tr>
<td>Formic acid</td>
<td>326.7</td>
<td>2.5160000</td>
<td>-0.00105</td>
</tr>
<tr>
<td>Guaiacol</td>
<td>531.24523</td>
<td>3.0758568</td>
<td>-0.000739824</td>
</tr>
<tr>
<td>Pentanal</td>
<td>202.39221</td>
<td>4.7575163</td>
<td>-0.001883003</td>
</tr>
<tr>
<td>Phenol</td>
<td>-158.75528</td>
<td>4.9638417</td>
<td>-0.002442437</td>
</tr>
<tr>
<td>Propanal</td>
<td>240.36658</td>
<td>4.2292475</td>
<td>-0.001671269</td>
</tr>
<tr>
<td>Propionic acid</td>
<td>164.9201</td>
<td>4.0156030</td>
<td>-0.001735477</td>
</tr>
<tr>
<td>Water Vapour</td>
<td>1779.0173</td>
<td>0.1717701</td>
<td>0.000362651</td>
</tr>
</tbody>
</table>
### Table 5
Fluid properties.

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Density (kg/m$^3$)</th>
<th>Specific heat capacity (J/kg·K)*</th>
<th>Thermal conductivity (W/m·K)*</th>
<th>Dynamic viscosity (kg/m·s)*</th>
<th>Surface tension (N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>Ideal gas</td>
<td>$979.043 + 0.4179639 T$</td>
<td>$0.004737109 + 7.271938 e-05 T$</td>
<td>$7.473306 e-06 + 4.083689 e-08 T$</td>
<td>-</td>
</tr>
<tr>
<td>Octane</td>
<td>722.32</td>
<td>2127.812</td>
<td>0.13415</td>
<td>0.000769</td>
<td>0.024088</td>
</tr>
<tr>
<td>Bio-oil</td>
<td>1200</td>
<td>3200</td>
<td>0.386</td>
<td>12.9881-0.080204<em>T +0.000124</em>T$^2$</td>
<td>-</td>
</tr>
</tbody>
</table>

*Note: Temperature T mentioned in the table is in K.

### Table 6
Conversion of pyrolysis vapours at different quenching column configurations.

<table>
<thead>
<tr>
<th>Chemical Compound</th>
<th>Degree of Conversion (% of inlet mass fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-stages</td>
</tr>
<tr>
<td>Acetic Acid</td>
<td>35</td>
</tr>
<tr>
<td>Butanal</td>
<td>0</td>
</tr>
<tr>
<td>Butyric Acid</td>
<td>92</td>
</tr>
<tr>
<td>Coniferyl Alcohol</td>
<td>100</td>
</tr>
<tr>
<td>Formic Acid</td>
<td>0</td>
</tr>
<tr>
<td>Guaiacol</td>
<td>100</td>
</tr>
<tr>
<td>Pentanal</td>
<td>0</td>
</tr>
<tr>
<td>Phenol</td>
<td>99</td>
</tr>
<tr>
<td>Propanal</td>
<td>0</td>
</tr>
<tr>
<td>Propionic Acid</td>
<td>66</td>
</tr>
<tr>
<td>Water</td>
<td>85</td>
</tr>
</tbody>
</table>
List of figures:
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