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ABSTRACT

Interpolated discrete Fourier transform (DFT) is a well-known method for frequency estimation of complex sinusoids. For signals without windowing (or with rectangular-windowing), this has been well investigated and a large number of estimators have been developed. However, very few algorithms have been developed for windowed signals so far. In this paper, we extend the well-known Jacobsen estimator to windowed signals. The extension is deduced from the fact that an arbitrary cosine-sum window functions are composed of complex sinusoids. Consequently, the Jacobsen estimator for windowed signals can be formulated as an algebraic equation with no approximation and thus an analytical solution to the estimator can be obtained. Simulation results show that our approach improves the performance in comparison with the conventional interpolated DFT algorithms for windowed signals.
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1. INTRODUCTION

Frequency estimation of complex sinusoids is one of the important topics in various fields using digital signal processing. Interpolated discrete Fourier transform (DFT) is a well-known approach for such a purpose [1–11]. In the interpolated DFT, several DFT coefficients at a local peak on an amplitude spectrum and its vicinity are exploited. Typically only two or three DFT coefficients are used for frequency estimation. Hence, low computational cost is an attractive feature of the interpolated DFT.

Because the interpolated DFT is based on the peak search of the amplitude spectrum, frequency estimation of multiple complex sinusoids is achieved one by one. In this case, however, DFT coefficients around the local peak are influenced by the sidelobes of other complex sinusoids [9]. In order to alleviate the interference with the sidelobes on the DFT spectrum, window functions are generally applied to the signals. Therefore, development of algorithms of the interpolated DFT for windowed signals is effective in frequency estimation of practical signals. For the signals without windowing (or with rectangular-windowing), the interpolated DFT has been investigated extensively and a large number of estimators have been proposed so far [1–8]. However, very few methods of the interpolated DFT have been developed for windowed signals to date [9–11]. This is because mathematical complexity is massively increased by windowing.

In this paper, we develop an estimator based on the interpolated DFT for windowed signals. Our estimator is an extended version of the Jacobsen estimator [4] that is a well-known estimator for signals without windowing. The proposed approach focuses on cosine-sum window functions that include the commonly used Hanning, Hamming, and Blackman windows. Exploiting the fact that the cosine-sum windows can be expressed by multiple complex sinusoids, we translate the Jacobsen estimator into an algebraic equation with no approximation and as a result, an estimate of the frequency is given by an analytical solution. Especially when the Hanning and Hamming windows are used, the estimator is translated into a cubic equation. It is known that the estimation error by the interpolated DFT comprises two kinds of artifacts, i.e., distortion caused by additive noise and an estimator bias derived from approximation of functions in an estimator [6, 12]. The former distortion is dominant in the low signal-to-noise ratio (SNR) environments while the latter bias is a determining factor when the SNR is high. Because the proposed algorithm includes no approximation, the estimator bias is thoroughly removed and hence the estimation error becomes effectively small when the SNR is high. In addition, this estimator can be applied to various signals because arbitrary cosine-sum windows are allowed.

Related to our work are the Candan estimator [9] and the Liao estimator [10] which are extension of the Jacobsen estimator to windowed signals. The Candan estimator achieves the extension using the first degree Taylor polynomial of the DFT of the window function. Although the Candan estimator can be applied to any window functions in addition to the cosine-sum window functions, the performance deteriorates as the SNR increases due to the estimator bias caused by the truncation of the Taylor series expansion. The Liao estimator gives an analytical solution to the slightly altered Jacobsen estimator when the Hanning window is employed. Because the Liao estimator is derived with no approximation, the estimator bias doesn’t occur and hence the performance is improved in the case of high SNR environments. However, only the Hanning window is acceptable in the Liao estimator. In contrast, our approach has advantages in these aspects over these conventional estimators.

2. PRELIMINARIES

Let \( y(k) \) be an \( N \)-point discrete-time observation of a complex sinusoid modeled as

\[
y(k) = x(k) + n(k), \quad (k = 0, 1, \ldots, N - 1),
\]

where

\[
x(k) = ae^{jb} e^{j2\pi fk} \tag{2}
\]

is a complex sinusoid with unknown amplitude \( a (a > 0) \), an unknown initial phase \( b (|b| \leq \pi) \), and an unknown normalized frequency \( f (0 < f < 1) \), \( n(k) \) is an additive noise, \( f \) indicates a discrete-time index, and \( j \) is the imaginary unit. Then, the discrete Fourier transform (DFT) of \( x(k) \) can be written by [13]

\[
X(m) = ae^{jb} e^{j\pi(f - \frac{m}{N})} \sin \left( \pi N(f - \frac{m}{N}) \right) \sin \left( \pi \left( f - \frac{m}{N} \right) \right). \tag{3}
\]

Based on the maximum likelihood (ML) estimate [14], it is well-known that maximization of the periodogram of \( x(k) \) gives the true
frequency \( f \). Therefore, \( f \) can be expressed as

\[
  f = \frac{m_0 + \delta}{N}
\]

where \( m_0 \) is the nearest integer to \( (f \cdot N) \), \( \delta \) is the residual with \( |\delta| \leq 0.5 \), and \( m_0 \) can be given by the maximum points of \(|X(m)|\) as

\[
  m_0 = \arg \max_{m=0,1, \ldots, N-1} |X(m)|.
\]

Estimation of \( m_0 \) and \( \delta \) are often referred to as a coarse search and a fine search, respectively. Using \( m_0 \) and an arbitrary integer \( l \), Eq. (3) is rewritten by

\[
X(m_0 + l) = \tilde{a} \frac{c_l + js_l}{c_l s - s_l c} + \sum_{p=1}^{P} \alpha_p e^{-j2\pi \frac{p}{N}} \frac{c_p + js_p}{c_p s - s_p c},
\]

where \( \tilde{a} = ae^{jb}c^{\frac{1}{2}(N-1)} \sin(\pi \delta), \tilde{s} = \sin(\pi \frac{\delta}{N}), \tilde{c} = \cos(\pi \frac{\delta}{N}) \).

### 3. DFT of Windowed Signal

Consider the DFT of a windowed version of \( x(k) \). In this paper, we assume that an arbitrary cosine-sum window function is employed, which has the form

\[
w(k) = a_0 + \sum_{p=1}^{P} \alpha_p c^{\frac{2\pi}{N} \frac{p}{N}} k + \sum_{p=1}^{P} \alpha_p e^{-j2\pi \frac{p}{N}} k,
\]

where \( P \) is the number of cosine components of \( w(k) \), and \( \alpha_p(p = 0, \ldots, P) \) expresses a weight of the \( p \)th cosine component. Examples of \( \alpha_p \) are shown in Table 1. The cosine-sum window functions can include the case of without windowing as the rectangular window. Using Eq. (7), the DFT of \( x(k)w(k) \) can be represented by

\[
X_w(m) = a_0 X(m) + \sum_{p=1}^{P} \alpha_p X(m + p) + \sum_{p=1}^{P} \alpha_p X(m - p).
\]

Hence, the windowed version of Eq. (6) is formulated by

\[
X_w(m_0 + l) = a_0 X(m_0 + l) + \sum_{p=1}^{P} \alpha_p X(m_0 + l + p)
\]

\[
+ \sum_{p=1}^{P} \alpha_p X(m_0 + l - p)
\]

\[
= \tilde{a} \left\{ a_0 \left( 1 + j s_{l} \right) c_{l} s - s_{l} c \sum_{p=1}^{P} \alpha_p \left( c_{p+l} + j s_{p+l} \right) c_{p+l} s - s_{p+l} c \right\}
\]

\[
+ \sum_{p=1}^{P} \alpha_p \left( 1 - j s_{p-l} \right) c_{p-l} s + s_{p-l} c \}
\]

\[
\] (9)

### 4. Proposed Approach

In this section, the Jacobsen estimator [4] which is for signals without windowing is extended to the windowed signals using the formulation of the DFT given by Eq. (9).

---

**Table 1. Examples of weights for cosine-sum window functions.**

<table>
<thead>
<tr>
<th>Window function</th>
<th>( P )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>0</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Hanning</td>
<td>1</td>
<td>0.5</td>
<td>-0.25</td>
<td>–</td>
</tr>
<tr>
<td>Hamming</td>
<td>1</td>
<td>0.54</td>
<td>-0.23</td>
<td>–</td>
</tr>
<tr>
<td>Blackman</td>
<td>2</td>
<td>0.42</td>
<td>-0.25</td>
<td>0.04</td>
</tr>
</tbody>
</table>

### 4.1. Original Jacobsen estimator

The Jacobsen estimator [4] utilizes a function that is constructed from three DFT coefficients \( Y(m_0 - 1), Y(m_0) \) and \( Y(m_0 + 1) \) as

\[
g(Y) = \frac{g_{num}(Y)}{g_{den}(Y)};
\]

where \( Y(m) \) is the DFT of \( g(k) \). Comparing \( g(Y) \) with the noiseless case, i.e., \( g(X) \), \( \delta \) can be estimated. The estimator is given by solving the following equation:

\[
\Re\{g(Y)\} = \Re\{g(X)\};
\]

where \( \Re\{} \) means the real part of a complex number. As described later, several solutions to Eq. (11) have been developed so far [4–6]. Instead of considering \( Y(m) \) and \( X(m) \), we adopt the windowed signals for Eq. (11) as

\[
\Re\{g(Y_w)\} = \Re\{g(X_w)\};
\]

where \( Y_w(m) \) is the DFT of \( g(k)w(k) \). An analytical solution to Eq. (12) is derived in the following subsections.

### 4.2. Extended Jacobsen estimator for \( P = 0 \) case

When \( P = 0 \), it is identical to using signals without windowing. In other words, \( w(k) \) is the rectangular window and the numerator and denominator polynomials of \( g(X_w) \) in Eq. (12) are

\[
g_{num}(X_w) = \frac{-2\alpha_0 s_{l} c_{l} (\tilde{c} + js_{\tilde{c}})}{c_{l}^{2}(c_{l}^{2}l^{2} - s_{l}^{2})},
\]

and

\[
g_{den}(X_w) = \frac{-2\alpha_0 s_{l}^{2} (\tilde{c} + js_{\tilde{c}})}{c_{l}^{2}(c_{l}^{2}l^{2} - s_{l}^{2})},
\]

respectively, where \( \tilde{c} = \tan(\pi \frac{\delta}{N}) \). In the above simplification, we utilize

\[
\frac{c_{l} - js_{l}}{c_{l} s + s_{l} c} - \frac{c_{l} + js_{l}}{c_{l} s - s_{l} c} = \frac{-2s_{l} (\tilde{c} + js_{\tilde{c}})}{c_{l}^{2}(c_{l}^{2}l^{2} - s_{l}^{2})},
\]

and

\[
\frac{2}{s} - \frac{c_{l} - js_{l}}{c_{l} s + s_{l} c} - \frac{c_{l} + js_{l}}{c_{l} s - s_{l} c} = \frac{-2s_{l}^{2} (\tilde{c} + js_{\tilde{c}})}{c_{l}^{2}(c_{l}^{2}l^{2} - s_{l}^{2})}.
\]

Substituting Eqs. (13) and (14) into Eq. (10), we have a real-valued function

\[
g(X_w) = \frac{\tilde{c}}{t_{\tilde{c}}},
\]

where \( t_{\tilde{c}} = \tan(\pi \frac{\delta}{N}) \). Finally, substituting Eq. (17) into Eq. (12), an estimate of \( \delta \) is given by

\[
\delta = \frac{N}{\pi} \arctan^{-1} \left( \frac{t_{\tilde{c}} \Re\{g(Y_w)\} }{g_{num}(Y)} \right)
\]

Eq. (18) is identical to the analytical solution to the original Jacobsen estimator in [6].
4.3. Extended Jacobsen estimator for $P = 1$ case

Hanning and Hamming windows which are commonly used window functions are classified into $P = 1$ case. In this case, using Eqs. (9), (15) and (16), $g_{num}(X_w)$ and $g_{den}(X_w)$ can be formulated by

$$g_{num}(X_w) = \frac{-2\alpha(\hat{c} + j\hat{s})}{c^2} \left\{ \frac{\alpha_0 s_1 c_1}{c_1^2 t^2 - s_1^2} + \frac{\alpha_1 s_2 c_1}{c_2^2 t^2 - s_2^2} \right\},$$

and

$$g_{den}(X_w) = \frac{-2\alpha(\hat{c} + j\hat{s})}{c^2 t^2} \left\{ \frac{(\alpha_0 - 2\alpha_1)s_1^2}{c_1^2 t^2 - s_1^2} + \frac{\alpha_1 s_2^2}{c_2^2 t^2 - s_2^2} \right\},$$

respectively. Because $s_1^2 = \frac{1}{2}(1 - c_2)$, $c_1^2 = \frac{1}{2}(1 + c_2)$, and $s_2 = 2s_1c_1$, $g(X_w) = \frac{g_{num}(X_w)}{g_{den}(X_w)}$ becomes a real-valued function represented as

$$g(X_w) = \frac{\gamma_0^3 + \gamma_1 t}{t_1(\gamma_2^2 + \gamma_3)}.$$

When the Hanning window is used, $\alpha_1 = -\frac{1}{2} \alpha_0$ and therefore Eq. (22) is further simplified to

$$c_2^2 - \Re \{g(Y_w)\} t_1(3c_2 + 1)^2 + (c_2 + 2\alpha_0 - \Re(g(Y_w)))t_1(3c_2 + 3) = 0. \quad (23)$$

Assuming that $\Re(g(Y_w)) \approx \frac{2}{3}$, which is obtained from the result in [9], and $N \geq 4$, it is clear that $0 \leq \Re(g(Y_w))^2 t_1^2 \leq \frac{1}{16}$. Then, Eq. (23) is negative when

$$c_2 > \frac{-3 + 3\Re(g(Y_w))^2 t_1^2 + \sqrt{9 - 15\Re(g(Y_w))^2 t_1^2}}{3 - 9\Re(g(Y_w))^2 t_1^2}.$$  \quad (24)

From Eq. (24), Eq. (23) has one real root when $N > 4.0284$. Hence, an estimate of $\delta$ for the Hanning window is given by

$$\hat{\delta} = \frac{N}{\pi} \tan^{-1}(r),$$

where $r$ is a real root of Eq. (23), which can be obtained analytically [15].

Other window functions for $P = 1$ give at least one real root of Eq. (22). In this case, the number of real roots can be investigated using a discriminant and all real roots have closed forms [15]. Note that, when Eq. (22) has three real roots, the second root in [15] is adopted because other real roots are out of the range of $\delta$. Acquiring a real root $r$ of Eq. (22), an estimate of $\delta$ can be obtained by Eq. (25).

4.4. Extended Jacobsen estimator for $P \geq 2$ cases

Generalizing the result of the $P = 1$ case, $g_{num}(X_w)$ and $g_{den}(X_w)$ can be extended to the $P \geq 2$ cases. For $P \geq 2$, $g_{num}(X_w)$ and $g_{den}(X_w)$ are expressed by

$$g_{num}(X_w) = \frac{-2\alpha(\hat{c} + j\hat{s})}{c^2} \tilde{g}_{num},$$

and

$$g_{den}(X_w) = \frac{-2\alpha(\hat{c} + j\hat{s})}{c^2 t^2} \tilde{g}_{den},$$

respectively, where $\tilde{g}_{num}$ and $\tilde{g}_{den}$ are defined by

$$\tilde{g}_{num} = \frac{\alpha_0 s_1 c_1}{c_1^2 t^2 - s_1^2} + \frac{\alpha_1 s_2 c_1}{c_2^2 t^2 - s_2^2} + \sum_{p=1}^{P} \frac{T_p s_p}{c^2 t^2 - s_p^2},$$

and

$$\tilde{g}_{den} = \frac{\alpha_0^2 s_1^2}{c_1^2 t^2 - s_1^2} - 2 \sum_{p=1}^{P} \frac{\alpha_p s_p}{c^2 t^2 - s_p^2} + \sum_{p=1}^{P} \frac{\alpha_p s_{p+1}}{c^2 t^2 - s_{p+1}^2} + \sum_{p=1}^{P} \frac{\alpha_p s_{p-1}}{c^2 t^2 - s_{p-1}^2}, \quad (28)$$

respectively. Therefore, $g(X_w)$ with $P \geq 2$ yields a real-valued function

$$g(X_w) = \tilde{g}_{num} \tilde{g}_{den}$$

Substituting Eq. (30) into Eq. (12), we have an algebraic equation of degree $(2P + 1)$ as follows:

$$\tilde{g}_{num} \prod_{p=1}^{P} (c_p^2 t^2 - s_p^2) - \Re\{g(Y_w)\} \tilde{g}_{den} \prod_{p=1}^{P} (c_p^2 t^2 - s_p^2) = 0. \quad (31)$$

Clearly, Eq. (31) has at least one real root because its coefficients are all real numbers and the degree is an odd number. In general, Eq. (31) with $P \geq 2$ isn’t analytically solvable. However, they can be obtained similarly to analytical solutions using root-finding algorithms. If multiple real roots are calculated, we extract a root that has the smallest absolute value in all real roots. Once $r$ is obtained, an estimate of $\delta$ is finally given by Eq. (25).

4.5. Related works

The original Jacobsen estimator [4] was developed for signals without windowing. In this case, an estimate of $\delta$ is given by solving Eq. (11). The solution to Eq. (11) was firstly developed with some approximations of the trigonometric functions under the assumption that $\frac{x}{\pi} \ll 1$ as

$$\hat{\delta}_{jac} = \Re\{g(Y)\}. \quad (32)$$

Although this estimator has a noticeable advantage with respect to computational efficiency, a relatively large estimation error occurs due to the estimator bias. After some improved estimators were proposed (e.g., [5]), an analytical solution to Eq. (11) with no approximation was found in [6] as

$$\hat{\delta}_{ana} = \frac{N}{\pi} \tan^{-1}(t_1 \Re\{g(Y)\}) \quad (33)$$

As aforementioned, our estimator when $P = 0$ is identical to this analytical solution. However, these estimators are applied only to the signals without windowing.

For the windowed signals, the Candan estimator that exploits the Taylor series expansion was developed [9]. In this estimator, $X_w(m)$ is reformulated using the first degree Taylor polynomial of the DFT of $w(k)$. This approximated reformulation leads to a simple estimator

$$\hat{\delta}_{can} = \beta \Re\{g(Y_w)\}, \quad (34)$$
where $\beta$ is a constant depending on the DFT of $w(k)$ and its first derivative. For example, $\beta \approx 2$ for the Hanning window [9]. We utilize this result for the derivation of Eq. (24). The Candan estimator can be applied to an arbitrary window function. However, the estimation error caused by the estimator bias becomes significant when the SNR is high. An alternative approach to the windowed version of the Jacobsen estimator is the Liao estimator [10]. In the Liao estimator, considering the Hanning window and altering $g(Y_w)$ as

$$
g_{\text{liao}}(Y_w) = \frac{Y_w(m_0 - 1) - Y_w(m_0 + 1)}{2 \cot \left( \frac{\pi m_0}{N} \right) - \cot \left( \frac{\pi m_0}{N} \right)} - \frac{Y_w(m_0 - 1) - Y_w(m_0 + 1)}{2 \cot \left( \frac{\pi m_0}{N} \right) - \cot \left( \frac{\pi m_0}{N} \right)}, \quad (35)
$$

where $\zeta = 2 \cot \left( \frac{\pi}{N} \right) - 2 \cot \left( \frac{\pi}{N} \right)$ and $\eta = \cot \left( \frac{\pi}{N} \right)$, the following analytical solution was achieved:

$$
\delta_{\text{liao}} = \frac{N}{\pi} \tan^{-1} \left( \Re \{ g_{\text{liao}}(Y_w) \} \right). \quad (36)
$$

Because Eq. (36) is derived with no approximation, the performance is improved when the SNR is high. However, the Liao estimator can be applied only to the Hanning-windowed signals.

**5. SIMULATION RESULTS**

In order to validate the proposed estimator, two simulations were carried out. First, we used a single complex sinusoid buried in additive complex white Gaussian noise as $y(k)$. In this simulation, the Hanning window was employed in order to compare the performance of the proposed method with the Liao estimator [10] and the Candan estimator [9]. Also the Cramér-Rao lower bound (CRLB) for estimation of $f$ [16] and the analytical solution to the Jacobsen estimator without windowing [6] were compared. Second, an observed signal composed of two complex sinusoids and complex white Gaussian noise was used in order to investigate the effect of a window function. The lower frequency of the complex sinusoids was the target frequency. In this simulation, our estimator, the Candan estimator [9], and the analytical solution to the Jacobsen estimator without windowing was compared. For the proposed estimator and the Candan estimator, the Hamming window or the Blackman window was adopted. In these simulations, based on [9], parameters were set to $N = 16$, $\delta = 0.45$, $m_0 = 5$, $a = 1$, and a random number for $b$. For the multiple complex sinusoids, the amplitude, the initial phase, and the frequency of the higher-frequency sinusoid were $a \sqrt{10}$, a random number, and $\frac{m_0}{N} + 4.5$, respectively, based on [9]. In the Candan estimator, the iteration procedure wasn’t employed because the estimator bias was assessed. 100 trials using i.i.d. noise were carried out and estimated frequencies were evaluated by the root-mean-square error (RMSE). Because our method focuses on the reduction of the estimator bias, the relatively high SNRs were investigated.

Fig. 1 depicts the simulation results of the single complex sinusoid case. In this figure, *Jacobsen (Analytical)* gave the slightly lower RMSEs than the others because windowing yields the SNR loss in each DFT coefficient in $g(Y_w)$ [9, 17]. Except for *Jacobsen (Analytical)*, it is clearly seen that the RMSEs by *Proposed (Hanning)* were almost the same as *Lian (Hanning)* and they were better than *Candan (Hanning)* when the SNR is high. These results indicate that the proposed estimator is the analytical solution to the Jacobsen estimator with a window function for the single complex sinusoid case. The results of the multiple complex sinusoids case is illustrated in Fig. 2. From this figure, it can be observed that a window function improves the RMSE for the multiple complex sinusoids case. Especially when the SNR is relatively high, our estimator is significantly better than the Candan estimator by virtue of elimination of the estimator bias.

**6. CONCLUSIONS**

We have extended the Jacobsen estimator to the windowed signals and it has been revealed that the estimator results in an algebraic equation with no approximation. Simulation results have shown that the proposed estimator improves the performance by removing the estimator bias when the SNR is high, and it is effective even in the frequency estimation of the multiple complex sinusoids. Future works include extension of other estimators based on the interpolated DFT to the windowed signals and further extension to window functions except for the cosine-sum windows.
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