Spectroscopic super-resolution fluorescence cell imaging using ultra-small Ge quantum dots

MINGYING SONG,1,* ALI KARATUTLU,1,2 ISMA ALI,3 OSMAN ERSOY,1 YUN ZHOU,4 YONGXIN YANG,4 YUANPENG ZHANG,1 WILLIAM R. LITTLE,1 ANN P. WHEELER,5 AND ANDREI V. SAPELKIN1

1School of Physics and Astronomy, Queen Mary University of London, London E1 4NS, UK
2Electrical and Electronic Engineering, Bursa Orhangazi University, Bursa 16310, Turkey
3Nikon Imaging Centre, King’s College London, UK
4School of Electronic Engineering and Computer Science, Queen Mary University of London, London E1 4NS, UK
5Institute of Genetics and Molecular Medicine, University of Edinburgh and Edinburgh Super-Resolution Interdisciplinary Consortium, Edinburgh EH4 2XU, UK

*m.song@qmul.ac.uk

Abstract: We demonstrate a spectroscopic imaging based super-resolution approach by separating the overlapping diffraction spots into several detectors during a single scanning period and taking advantage of the size-dependent emission wavelength in nanoparticles. This approach has been tested using off-the-shelf quantum dots (Invitrogen Qdot) and in-house novel ultra-small (~3 nm) Ge QDs. Furthermore, we developed a method-specific Gaussian fitting and maximum likelihood estimation based on a Matlab algorithm for fast QD localisation. This methodology results in a three-fold improvement in the number of localised QDs compared to non-spectroscopic images. With the addition of advanced ultra-small Ge probes, the number can be improved even further, giving at least 1.5 times improvement when compared to Qdots. Using a standard scanning confocal microscope we achieved a data acquisition rate of 200 ms per image frame. This is an improvement on single molecule localisation super-resolution microscopy where repeated image capture limits the imaging speed, and the size of fluorescence probes limits the possible theoretical localisation resolution. We show that our spectral deconvolution approach has a potential to deliver data acquisition rates on the ms scale thus providing super-resolution in live systems.
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1. Introduction

In far-field scanning confocal fluorescence microscopy the imaging resolution has been brought to the diffraction limit (the Abbe diffraction limit) by exclusively collecting the signal at the focal point of an object via a conjugated pinhole before detection [1]. This approach results in lateral resolution of ~200 nm and axial resolution of ~600 nm [2] which is in practice normally measured in terms of the Full Width at Half Maximum (FWHM) of Point Spread Function (PSF) [3]. Super-resolution strategies to break this diffraction limit have been focusing on physically modifying the illumination or increasing the effective numerical aperture (NA) and include methods such as Structured Illumination Microscopy (SIM [4], ~50 nm lateral resolution), 4Pi Microscopy [5] (~100 nm axial resolution) and Simulated Emission Depletion (STED [6], ~20 nm lateral and ~50 nm axial resolution). Another approach is based on temporal separation of emission signals of fluorescent probes followed by precise localisation of a single probe with subsequent image reconstruction, thus achieving higher resolution. These include Stochastic Optical Reconstruction Microscopy (STORM [7], ~20 nm lateral resolution), Photo-activated Localisation Microscopy (PALM [8], ~20 nm lateral resolution), Spectral Precision Distance/Position Determination Microscopy (SPDM [9], ~20 nm lateral and ~50 nm axial resolution), Spinning Disk microscopy for Super-resolution Imaging (SDSI [10], ~30nm lateral resolution). These techniques have achieved an improvement in optical resolution which advanced the optical imaging research of fixed cells, but some limitations still remain. For example, structural illumination based super-resolution methods are technically challenging (e.g extra optical elements, complex system set up etc.) and come at high cost, while providing only moderate improvement in resolution. Localisation methods based on temporal separation of fluorescent probes improve spatial resolution, but are time-consuming which means that the data acquisition can take too long (i.e. 10 minutes). This means the methodologies are suitable only for imaging of fixed cells, as many biological processes occur faster than the time taken to acquire a super-resolution image [10,11].

Besides the optical system itself, the spatial resolution capability in localisation microscopy is determined by probe sizes, labelling density, and reconstruction algorithms. Recent reports [12–14] have demonstrated many precise methods of optimizing labelling density and reconstruction solutions dealing with either sparse fluorescence signals or dense signals. Organic fluorescence probes and chemical dyes which have been commonly used in fluorescence labelling have limited utility as they bleach under repeated illumination, can be cytotoxic and are difficult to directly label to epitopes, are restricted in excitation wavelength to a narrow band, and their emission spectra means they have spectral bleed-through artefacts [15]. Emergence of Quantum dots (QDs, light-emitting nanoparticles) as novel fluorescence probes has been attracting much attention since their applications on live cell imaging [16,17] and in correlative imaging microscopy [18]. QDs are nanoparticles that rely on confinement
of the charge carries (electrons and holes) as the mechanism behind the light emission. The energy gap (that defines the peak emission wavelength) between the HOMO – LUMO energy levels depends on size with smaller size corresponding to the larger energy gap [12,19] and hence the shorter emission wavelength. Small size (generally below ~30 nm), high sensitivities to excitation laser light and relatively high brightness, stable fluorescence emission, stochastic blinking and, in particular, broad excitation and narrow emission [20] makes QDs a perfect hybrid fluorescence label for cell imaging. However, QDs applications in super-resolution cells imaging are still limited by their physical size (localisation resolution limit), toxicity, and cost (complexity of synthesis) [21]. Typically core/shell type II-VI, III-V QDs (e.g CdSe, CdS, CdTe, PbS, InP) are capped (e.g with ZnS) to reduce release of toxic components (i.e. Cd) and coated with transparent biocompatible materials (e.g carboxyl groups) [22]. This results in a total probe size of up to ~50 nm, which limits the localisation resolution. At the same time, group IV QDs (C, Ge, Si) may offer a feasible alternative due to the relatively low toxicity and small size (down to ~1 nm). Ultra-small Ge QDs have recently received a lot of attention because of their good performance in fluorescence imaging [23] and simple synthesis methods [23–26]. Ge QDs of 2-4 nm can be synthesised by easily scalable bench top colloidal route at room temperature yielding the light emission range of 350-700 nm [27], and of 3.2-6.4 nm for the 900-1400 nm light emission [28]. These systems have already been used for live cell imaging applications [23]. Others have made some headway in use of spectral deconvolution – mostly in confocal microscopy to improve resolution. This approach uses fluorescence probes with different peak emission wavelength that are photo-activated and imaged during a single scanning period and fluorescence signals are separated by the emission spectra, per wavelength [29]. This results in the fast data acquisition at frame rates similar to point scanning confocal microscopy (microseconds to seconds) [2,30]. Chemical dyes and proteins have been successfully applied to this method by several groups (Heintzman [2], Cremer [9] and Moerner [31]), particularly when assigning continuous structures or for Fluorescence In Situ Hybridisation. There has been some headway made in using conventional quantum dots to improve resolution beyond the Abbe limit [32]. However because of the large probe size of conventional Qdots (50 nm) the probe size limits effective resolution to between 50 and 200 nm.

Here we propose an approach based on spectroscopic (rather than temporal) separation microscopy using group IV Ge QDs and that takes advantage of QDs size dependent emission spectra to address both the time constrains in temporal separation and physical size limit, and particularly suited for live cell imaging. We tested our approach using off-the-shell Invitrogen CdSe/ZnS based Qdots and in-house synthesised Ge QDs. In this study we show that utilising these new probes together with our novel spectral deconvolution and structural assignment method spatial localisation numbers can be improved at data acquisition rates of 1.6 seconds per super-resolution frame using a standard confocal microscope. This super-resolution microscopy approach is further complemented by specially developed reconstruction algorithm.

2. Methods

2.1 QDs and chemicals

Qdots were purchased from Invitrogen (life Technologies, Qdot Streptavidin Sampler Kit: 525 nm, 605 nm, 705 nm) of 1 µM solution (50 µL volume) each in a vial. Dilution and quantitative mixture samples were obtained through calculation based on the labelled parameters. Synthesis of Ge QDs started from original materials GeCl₄, ethylene glycol and 2M of sodium borohydride solution in triethylene glycol dimethyl that were purchased from Sigma-Aldrich, following an optimised bench top-colloidal synthesis route [24]. In order to suspend Ge QDs into different liquid medium, Ge QDs product in colloidal chemical solution
was centrifuged at 10,000 rpm and the upper layer chemical solution was then removed. Deposited QDs were dried with Ar gas and weighted before re-suspended in a certain amount of water/cell growth medium (usually 10 mg QDs in 1 mL water). Sterilisation was completed by putting the QDs vial under UV light (150J/cm², UV CrossLinker) for 15 minutes. When stored in a fridge at 4 °C for a few days, Ge QDs may deposit at the bottom of the vial. In this case, QDs could be dispersed by putting the sample into a waterbath sonicator for 12-15 minutes. All QDs were capable of being conjugated to specific binding antibodies.

2.2 Characterisation of Ge QDs

QDs were characterised in optical emission and transmission electron microscope. Emission data were collected using a high resolution spectrometer (Andor Shamrock SR-163) while the QDs samples were excited under a He-Cd 442 nm laser (IK552R-F, Kimmon). Data was collected by Andor Solis software. OriginPro 9.0 was used to plot and analyse these data. In order to measure the size of QDs using TEM, one drop (< 10 µL) of QDs diluted in water was prepared onto a Holey Carbon film Cu grid (300 Mesh, Argar Scientific). It was then allowed to dry in a hood at room temperature for 24 hours. Next, the sample was transferred to the TEM. Images were taken at 50000 × magnification which corresponds to an image pixel size of 9.582 Å. TEM images were analysed in ImageJ 1.46. Sizes data were then plotted in OriginPro 9.0.

2.3 Cell culture

HeLa cells were cultivated in growth medium (89% high glucose DMEM, 10% Foetal Carf Serum and 1% Penicillin, Streptomycin) and maintained at 37 °C with 5% CO₂. Cells were seeded onto glass coverslips at density of 5x10⁴ cells per mL in a 12-well plate and incubated overnight. QDs of concentrations ranging from 20 nM to 500 nM were directly added to HeLa cells for toxicity testing and non-specific fluorescence labelling. Cells were incubated with Qdots for 6 hours prior to experimentation, cells were washed twice with Phosphate Buffered Saline solution (PBS) and then fixed 4% Paraformaldehyde solution (PFA) per well for 10 minutes at room temperature, followed by 3 washes with PBS. Washed coverslips mounted with 5 µL mowiol mounting medium each coverslip and sealed with clear nail polish. All cell-related experiments were repeated in triplicate.

2.4 Calculations and statistical analysis

The density of QDs expressed in molar concentration was determined and calculated following a widely accepted method [33,34]. In this method, the molar concentration of QDs solution is proportional to the total number of atoms while inverse proportional to the production of the number of atoms per QD, solution volume and Avogadro’s constant. Statistical analysis for biocompatibility test data was carried out using the OriginPro software package. Unpaired Student’s t-test was used to compare the differences between QDs treated cell data and control cell data. A p-value of < 0.05 was considered significant. All cell experiments were repeated in triplicate and the presented results show an average of three data sets. In each data set, approximately 1,000 cells were counted.

2.5 Microscopy

Live/dead staining using Trypan blue (Sigma, USA) was carried out on HeLa cells incubated with concentrations of 0, 50 nM/mL quantum dots. Cell images were taken in a phase contrast mode using Nikon TE2000-s microscope. Long-term live HeLa cell quantitative observation was undertaken on an Incucyte Kinetic Imaging System (Essen BioScience) at 10 × magnification. In this system, fluorescence and phase contrast images were collected every 30 minutes for 72 hours. Spectroscopic imaging was performed on a Zeiss LSM 710 laser scanning confocal microscope, equipped with 405 nm, 488 nm, 561 nm and 633 nm laser sources and a 34-channel QUASAR detector working in the lambda scanning mode.
Spectroscopic super-resolution data was collected through a 100 × oil objective lens (NA = 1.45). Confocal pinhole was set at 1 Airy unit. Pixel size for scanning was set to 70 nm. Scanning speed was set at 3.15 µs/pixel and rendered image were averaged from 4 scans in order to minimise background shot and read noise. Typically, the acquisition time was around 200 ms for a 256 × 256 image frame.

2.6 Algorithm implementations
Spectroscopic Super-resolution Algorithm (SSA) was developed in Matlab2014, on a 64-bit windows platform equipped with 2.1 GHz Intel Core i3 CPU. The overall framework of SSA starts from de-noising images frames, following by segmentation in which the regions of interest (ROI) are determined by the wavelength and objective numerical aperture. Then Gaussian fitting is applied to each ROI. SSA will repeat the fitting for all possible segmentations from 1 QDs to a possible maximum number (manually input) and select the best fits by evaluating and comparing the maximum likelihood value. A background image was used to initialise the threshold value for the de-noise process. Then a possible maximum QDs number in each frame was given manually according to the data. This number should be set as big as possible in order to cover all the possibilities. Other input such as, channel wavelength, raw image pixel size, render pixel size were initialised manually.

3. Results and discussion
3.1 Spectroscopic cell imaging
Technical implementations of spectroscopic confocal imaging can be realised in several ways [29]. The basic strategy is to spatially separate overall fluorescence signals by colour (i.e. emission wavelength). In practice this can be achieved using a confocal microscope capable of spectroscopic signal separation as illustrated in Fig. 1. For this purpose, readily available commercial systems can be used or adapted. In this study, we used Zeiss LSM 710 microscopy system on lambda scanning mode (in this mode, images were acquired displaying the intensity of the fluorescence probe within a spectral bandwidth of 10 nm, called the λ-stack).

![Fig. 1. Schematic view of spectroscopic super-resolution strategy. Sample 'A' is excited by a point laser source, then emission fluorescence is captured by the high NA lens and transferred into the microscope. Before being detected, this fluorescence light is recycled in a spectrophotometer which uses a diffraction loop to separates different wavelength components into different positions (showed as the rainbow bar before the PMTs detector). In other words, diffraction loop separates the closely-overlapping emission spectra of different quantum dots into different image frames, which is similar to the repeat photo-activation/imaging procedures in (f)PALM/STORM that separate overlapping fluorescence into different time series frames. Using this method, a super-resolution image 'B' is able to be reconstructed from separated image frames.](image-url)
In a typical spectroscopic imaging method (see Fig. 1), live cells (sample ‘A’) are labelled with fluorescence probes of different fluorescence emission wavelength. Fluorescence signals are spatially separated into different positions by wavelength. Spectroscopic super-resolution (SSR) can be further achieved by localising fluorescence probes (see Fig. 2) below Abbe diffraction limit in the spectroscopically separated channels instead of temporally (as done in STORM/PALM) [32,35].

3.2 QDs size dependent emission spectra

A good choice of the fluorescent probes (suitable small bio-imaging probes with distinguishable multi-spectra emission properties) is essential for efficient signal separation in SSR. Previously, super-resolution methods based on separation of spectroscopic components have been proposed using variety of dyes [9,31], however our approach has several advantages. We utilised the well-known and well-understood dependence of the peak emission wavelength on nanoparticle size in quantum confinement regime in semiconductor QDs. This approach has an additional advantage of using a single excitation wavelength for all QDs due to their wide absorption spectra. Three different sizes (5 nm, 11 nm and 15 nm in diameter, measured from TEM images) of commercial QDs (Qdot525, Qdot605, Qdot705) with different emission wavelengths (525 nm, 605 nm and 705 nm, Fig. 3(a)) were used in our test experiments. Measurements of the emission spectra of the QDs showed that individual QD had narrow emission spectrum (~30 nm FWHM, Fig. 3(a)). Correlative Light and Electron microscopy confirmed that small QDs (5 nm diameter) emit shorter wavelength light (525 nm wavelength), while larger QDs (11, 15 nm) corresponding to longer (605, 705
nm) emission wavelength as shown in Fig. 3(a). QDs size information was obtained by particle analysis from TEM images. Thus one can see that a random mixture of Qdot525, Qdot605, Qdot705 can be used for spectroscopic signal separation.

![Fig. 3. Emission-size analysis for Invitrogen Qdots and Ge QDs. (a) Emission spectra of three Qdots (green, yellow, red dash lines) and their physical size (blue markers) measured from TEM images. Black full line is the emission spectra of an equally mixed sample of these three Qdots (5 nm Qdots emitting 515 nm light, 11 nm Qdots emitting 605 nm light, 15 nm Qdots emitting 705 nm light). Mixed sample shows a 3-peaks emission spectra (black full line) contributed by three Qdots types. (b) A broad emission spectrum of as-prepared Ge QDs sample with particle sizes from 2.6 to 5.2 nm (c). It is assumed that emission is due to variation in particle sizes: red dash lines and blue markers indicate the emission spectra of several different size Ge QDs expected based on quantum confinement effects. (c) TEM image of Ge QDs. Scale bar, 50 nm.](image)

Since the emission of QDs depends on particle size we can use the emission profile (see Figs. 3(a) and 3(b)) in a mixture for localisation of individual QDs. Here along with the standard Invitrogen Qdot systems we also used a novel form of colloidal Germanium QDs. Ge QDs were synthesised at room temperature and suspended in water. Taking into account the previously demonstrated size-dependent emission analysis, the emission spectra of the mixture of Ge QDs (~150 nm FWHM, black full line in Fig. 3(b)) indicates a broad size distribution due to multi-size QDs components (blue round markers in Fig. 3(b)) rendered with corresponding narrow spectra (red dashed lines in Fig. 3(b)). Additionally, Ge QDs were examined under a TEM at 50K magnification to obtain information about average size and size distribution. Ge QDs gave a probe size of below 5 nm (see Fig. 3(c)).

### 3.3 Fluorescence cell imaging and biocompatibility tests with Ge QDs

In order to evaluate suitability of Ge QDs as a fluorescence probe for cell imaging, we carried out both live and fixed cell tests to study the biocompatibility of QDs with HeLa cells. Each experiment was done in triplicate. As a start, to establish the effect of QDs on cell viability the Trypan Blue live dead test was performed on Qdot treated cells. We found a concentration QDs (50 nM / mL) did not obviously change the cell viability after 48 hours (Fig. 4(a) left). Additionally, both Ge QDs and Qdot treated live cells were continuously imaged (see Fig. 4(a) right) for 5 days in an Incucyte system. Using this live cell imaging system, we found that Ge QDs concentrations between 20 nM (0.146 mg/mL) to 500 nM (0.365 mg/mL) gave detectable fluorescence signals in cells while morphology and proliferation process of the cells were not visibly affected [36]. It's also well-known that QDs can cause DNA damage, which can be visualized using DAPI [37, 38]. DNA fragmentation and nuclear blebbing are indicative of apoptosis or necrosis. Hence, the analysis of nucleus is a way to assess the impact of QDs on cell viability. For this purpose, we analysed the DNA changes in cells while being treated with QDs. In preparation, HeLa cells in growth medium of 1 mL/well in a 12-well plate at a density of 5000 cells/mL were used. Next 25 nM growth medium, Ge QDs, Qdot625 solutions were added to the three wells. Cells were then fixed and stained with DAPI (see Fig. 4(b)) followed by quantitative analysis of the nucleus shape (see...
There were no visible detrimental effects and DNA fragmentation with seeding Ge QDs into HeLa cells, which is consistent with our previous studies [36].

Following statistical analysis of the data all p-values in the t-tests were found to be larger than 0.05 (see Fig. 4(c)). This means that three different treatments have shown non-significant statistical differences in nucleus size and circularity. When compared with control treatment, all QDs had very little impact on the shape and size of the cell nucleus over the reported time frames with Ge QDs showing slightly better performance than Invitrogen Qdots625. This is not unexpected as Ge QDs should deliver improved biocompatibility compared to that of Invitrogen Qdots (based on CdSe/ZnS technology) as has been also shown in our previous work [36].

3.4 Spectroscopic cell imaging using Qdot and Ge QDs

As proof-of-principle of SSR method, spectra imaging was initially carried using Invitrogen Qdots. HeLa cells were non-specifically labelled with the mixture of Qdots described previously and the total fluorescence emission image (sample excited by 488 nm laser light, and the emission was recorded between 498 nm to 721 nm) is presented in the inset in Fig. 5(a). We selected a small area of interest (see Fig. 5(b), also marked as yellow square corresponding to a 1.5 μm × 1.5 μm area in Fig. 5(a)). This image consists of a sum total of 33 spectroscopically separated image frames (33 channels λ-stack, Fig. 5(c)). These λ-stack frames contain specific unique fluorescence information from each of the 10 nm spectral width channel. Thus, three channels (shown in green, magenta, yellow, Fig. 5(c)) corresponding to the emission peaks of Qdots are selected to run localisation algorithms to reconstruct a higher resolution image following imaging of QDs. The λ-stack frames were captured during a single scanning period, which took 3.15 µs for a pixel and about 200 ms for a 256 × 256 size image.
Fig. 5. Spectroscopic cell images. (a) HeLa cell cultivated with mixed three Invitrogen Qdots and total fluorescence image. (b) Zoomed view of the yellow square area in the fluorescence image (a) and the spectroscopic separated image frames – (c) Lambda stack collected using confocal microscopy. Three channels (517nm, 605nm, 702nm) where three Qdots emission peaks occur were presented (green, magenta and yellow). Each frame only contains fluorescence signals from specific Qdots thus generate a unique fluorescence image. (d) Ge QDs labelled HeLa cell was demonstrated using the same microscopy technique. Ge QDs shows a strong fluorescence emission in cells. (e) Zoomed view of details of the yellow square in the fluorescence image (inset d) and f indicates the spectroscopic separated images frames. Three channels (595 nm, 644 nm, 692 nm) present the different spectroscopic images. (f) Lambda stack frames contain different spectroscopic fluorescence signals individually, therefore generate different images. Scale bars, 10 µm (a), 5 µm (d) 500 nm (b, e).

A similar approach was used for spectroscopic super-resolution microscopy using HeLa cells labelled with Ge QDs. HeLa cells were cultivated with Ge QDs for 24 hours and the sum fluorescence image is shown in the inset in Fig. 5(d). Similarly, a small area of interest (see Figs. 5(e) and 5(f), also marked as the yellow square in Fig. 5(d)) was selected to test spectroscopic localisation algorithms. For demonstration of the SSR, 3 channels ~50 nm apart were selected from 33 channels λ-stack for further processing. Differences between the selected colour (wavelength) channels become apparent even before the processing stage in both Qdot cell data (see Fig. 5(c)) and Ge cell data (see Fig. 5(f)).

An important issue associated with these spectroscopic separation imaging is the spectra overlap of similar size quantum dots. With multiple QDs where close spectral bands (for example 10 nm width in our case) are present, it is often not possible to fully isolate signals from individual QDs. Thus the individual spectral channels usually contain fluorescence light originating from several QDs, which have to be separated by computational methods such as spectral unmixing or emission fingerprinting [39]. In this techniques, the fluorescence contributions of different QDs at a given pixel are calculated based on the spectral information. In mathematical realisation, this is done by the inversion of a linear equation combining the fluorescence molecule concentration, the fluorescence signal intensity and a coefficient term revealing the emission spectra properties of the molecules. In principle, optimised resolution could be expected through spectra unmixing even under presence of a relatively high noise level. Spectral unmixing was not carried in our demonstration because the three selected spectral channels locate farther apart than a single QD spectral FWHM (~45 nm [40]).

3.5 Localisation algorithm and super-resolution reconstruction

For an optimal resolution in localisation it is necessary to strike a balance between raw data processing steps and localization precision. Additionally, particular consideration should be taken on the variation of PSFs in different channels, which demands individual processing of each frame. Previously we compared several available image processing algorithms capable of delivering super-resolution images [10]. However, since the method here relies on improvement of resolution via the wavelength of emitted light from differently sized probes rather than switching of a probe between light and dark state they are not relevant for this analysis.
As a result, we developed a Matlab algorithm - Spectroscopic Super-Resolution Algorithm (SSA) - to handle the SSR microscopy data for localisation and reconstruction. The SSA includes three parts: de-noising, segmentation and maximum likelihood estimation (MLE) [41]. The de-noising step employed a Gaussian de-noise model and Poisson de-noise model (one should choose the appropriate model based on the detector specification). For our PMT detected image data, the Gaussian de-noise model was used. The de-noising is achieved through a convolution process. The degree of de-noise is determined by the standard deviation of the Gaussian distribution of the noise [42], where larger standard deviation Gaussians require larger convolution kernels. The grey value of a pixel \( v_{xy} \) is replaced by a weighted average of its neighbourhood \( x,y,v \) as shown in Eq. (1).

\[
v = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \cdot v_{xy}
\]

where \( \sigma \) stands for the standard deviation of Gaussian distribution of the noise.

The segmentation step is to partition the original image into multiple segments, which satisfies the hard constraints of the possible sizes of PSF. Firstly, the grey value to each pixel is acquired and the pixel with a largest grey value is identified. The area around this pixel (ROIs) is selected based on expected PSF size. Then, a pixel with the next largest grey value is selected and procedure is repeated until the whole image is segmented. The resulting segments collectively cover the entire image and each of them includes a brightest point and its neighbourhood pixels in the constrained region.

MLE was implemented to achieve the Gaussian fitting for PSF in the ROIs. Then the mean and variance of the Gaussian functions can be estimated with MLE. Mathematically, this is achieved by treating the mean and variance as variables and finding particular parametric values that maximise the likelihood function (making the observed results the most probable). For a data set \( D \), the likelihood for how \( D \) matches the Gaussian distribution \( \mathcal{N}(\mu, \sigma^2) \) is judged using equation Eq. (2).

\[
f(D|\mu,\sigma) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2} \left( \sum_{i=1}^{n} (d_i - \mu)^2 \right)} \quad 0 < d_i < \infty
\]

There are two parameters \( (\mu, \sigma) \) to be determined. Hence, we maximise the likelihood \( f(D|\mu,\sigma) \) over both parameters simultaneously. Since the logarithm \( \log f(D|\mu,\sigma) \) is a continuous strictly increasing function over the range of the likelihood, set \( 0 = \frac{\partial f(D|\mu,\sigma)}{\partial \mu} \) and \( 0 = \frac{\partial f(D|\mu,\sigma)}{\partial \sigma} \), we get:

\[
\mu = \frac{\sum_{i=1}^{n} d_i}{n}
\]

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{n} (d_i - \mu)^2}{n}}
\]

where \( \mu \) determines the localisation position and \( \sigma \) accounts for the error and localisation confidence. Once the localisations have been determined, the output figure is then reconstructed. Molecule positions are printed with standard plot function in Matlab2014 with default black colour.
In our SSR reconstruction process of the data of HeLa cells with QDs, individual ROI size was tailored according to the changes of PSF with wavelength (the default fitting region size was set as 3 times the PSF size in each channel) and the default value of 3 was used. The maximum possible number of QDs in each frame was set at 1000 according to an initial guessing by looking at the raw image. It took less than one second for SSA to process each frame. As a reference, we ran a similar algorithm developed to handle STORM data (csSTORM [43]) on our images. In the csSTORM reconstruction, the processing parameters were set as default (optimisation chi square value of 1.5 and the baseline offset of the camera at 100). Processing time in csSTORM was about 10 seconds for each frame.

Figure 6 shows the results of analysis of Qdot data (left side) and of Ge QDs data (right side). Selected image frames and the sum images in Fig. 5 are used here (see Figs. 6(a)-6(d)). CSSTORM-processed results can be seen in (e) to (j), and the final reconstructed image (g, j) is obtained by merging frames in (f, i). SSA-processed results are represented in (k) to (n). The SSA localisations are filtered by a hard constraint that the Guassian fitting confidence of larger than 95%. This parameter is not seen in csSTORM as it doesn’t return any localisation confidence. SSA reconstruction spots size was set as 12 nm for Ge QDs data and 40 nm for Qdots data (twice the size of the physical size of Qdot). In such case, one would expect more Ge QDs to be localised than Qdots for a non-Nyquist-limited sample, because smaller reconstruction spot sizes allow SSA algorithms potentially localise more QDs in a specific area. This is also proven in the reconstruction results (16 QDs in (n) while 12 in (i)). As a most significant difference, both SSA and CSSTORM return more localisations with spectroscopic data than that of non-spectroscopic data and there is a three-folder improvement (45 QDs in (g) while 8 in (e), 44 in (j) while 9 in (h), 12 in (i) while 4 in (k), 16 in (n) while 5 in (m)). With the combination of using ultra-small Ge QDs and spectroscopic imaging method, we have obtained a comprehensive four-folder improvement in the number of localizations (16 in (n) comparing to 4 in (k)). Some of these improvements are, no-doubt, due to the small size of Ge QDs (2-5 nm) compared to Invitrogen Qdots (5-15 nm). Also some improvements in the localisation number and precision come in part from SSA algorithm, which delivers better results than csSTORM. This algorithm reduces the unnecessary processing steps of raw data and pays greater attention to extracting useful information in a single frame, instead of increasing the speed for multi-frames processing.
Fig. 6. Spectroscopic super-resolution localisation and reconstruction. Left column are Qdots super-resolution data and results. (a, b) selected three spectroscopic separated frames (595 nm, 644 nm, 692 nm) and sum of all spectroscopic separated frames. (c, d) csSTORM localised results of (a) and (b) respectively; (g) final merged csSTORM results of images from (f). (k, l) localisation and reconstruction of (a, b) frames using our SSA algorithm, revealing the potential Qdots distribution behind the fluorescence signals (a). Right column are Ge QDs data and results. (c, d) fluorescence and sum images. (h-j) csSTORM process results, a final csSTORM final result (j). (m, n) SSA result of (c, d) represents the final super-resolution image in SSRM. Two closely located QDs (yellow zoom-in square in (i) and (n)) are localised through spectroscopic separation and reconstruction. Scale bars, 500 nm.

Considering the real QDs distribution and the effective resolution of the super-resolution images, it is possible that several identical QDs may be located too close to each other (less than 5 nm for Ge QDs for example), this could reduce accuracy of single molecule localisation because these QDs would be regarded as one QD. This means that the localisations could be further supplemented with a standard fitting error (typically from 10 to 30 nm in FWHM). Furthermore, the registered QDs number will also be influenced by the initial guessing of maximum possible number which is user determined. To any existing data, the maximum number could be estimated by using the total intensity grey value divided by the intensity one single QDs, for example, 100 Ge QDs (intensity grey of 600 for single QD).
in a region with total intensity grey value of 60000. Higher density of QDs than this number will lead to the SSA algorithm not suitable to the data any more. In this context, further improvement to the algorithm can be developed to achieve a balance between the QDs labelling density and the effective resolution.

The localised QDs numbers and distributions will, of course, also depend on the labeling conditions of the biological epitope. In our proof-of-principle case, we load QDs into cells by cell endocytosis in non-specific labeling. Direct assessment of labelling density, QD distribution and their effect on resolution can be done using correlative light and electron microscope imaging that can directly visualise QDs. As an alternative, the Fourier Ring Correlation analysis has been widely used to measure the effective resolution, but the method is based on computational analysis only [44]. Other direct experimental methods such as DNA rulers and DNA origami can also potentially yield the effective resolution of a super-resolution imaging method.

4. Conclusions

Here we proposed QD-based ‘spectrally assigned’ localisation method for super-resolution microscopy. This approach allows to utilise a conventional confocal microscope capable of spectral signal separation (e.g. Leica TCS SP, Zeiss LSM 701 with QUASAR detector etc.), which when coupled with a novel probe (Ge QDs) and a customised algorithm (SSA). In fact, any conventional microscope equipped with a spectroscopic detector is suitable for our method. Furthermore, it has a potential to deliver data acquisition rates on ms scale thus potentially providing super-resolution in live systems. Compared to temporal separation in stochastically reconstructed super-resolution microscopy (for example, the stochastic super-resolution imaging based on QDs blinking statistics), the shorter data acquisition time in spectra separation microscopy greatly reduces the demand of system drift correction and environment influence compensation. The main challenges of this method are labelling density control and preparation of suitable QD mixture. In order to obtain well-spectrally separated images a randomly mixed multi-size QDs and a uniform labelled sample are desirable. Further research is required into the effect of the labeling density and QD mixtures on the resolution delivered by this method, as well as live cell super-resolution imaging and 3D imaging.
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