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Abstract—Many real-world optimization problems can be solved by using the data-driven approach only, simply because no analytic objective functions are available for evaluating candidate solutions. In this work, we address a class of expensive data-driven constrained multi-objective combinatorial optimization problems, where the objectives and constraints can be calculated only on the basis of large amount of data. To solve this class of problems, we propose to use random forests and radial basis function networks as surrogates to approximate both objective and constraint functions. In addition, logistic regression models are introduced to rectify the surrogate-assisted fitness evaluations and a stochastic ranking selection is adopted to further reduce the influences of the approximated constraint functions. Three variants of the proposed algorithm are empirically evaluated on multi-objective knapsack benchmark problems and two real-world trauma system design problems. Experimental results demonstrate that the variant using random forest models as the surrogates are effective and efficient in solving data-driven constrained multi-objective combinatorial optimization problems.

Index Terms—Data-driven optimization, constrained multi-objective combinatorial optimization, evolutionary algorithm, surrogate, random forest, radial basis function networks, trauma systems

I. INTRODUCTION

Many real-world applications involve solving constrained combinatorial optimization problems whose feasible regions are not convex, seriously limiting the search capability of mathematical programming methods [1]. Therefore, meta-heuristics such as evolutionary algorithms (EAs) have recently become popular for handling combinatorial optimization [2], [3]. The use of EAs to solve combinatorial optimization becomes less practical, however, when fitness evaluations of candidate solutions rely on time-consuming numerical simulations or expensive physical experiments rather than computationally cheap analytic functions [4]. Optimization problems that are solved with the help of simulation, experimental or other types of data are termed data-driven optimization [5]. Typically, surrogates [4] need to be built using the data to substitute the fitness function, in part or completely, in data-driven optimization. According to [5], data-driven surrogate-assisted optimization can be divided into offline and online data-driven, depending on whether a certain amount of new data can be made available during the optimization process. In the last decade, data-driven surrogate-assisted evolutionary algorithms (SAEAs) [6] have found many successful real-world applications, such as aerodynamic design [7], [8], microwave design [9], furnace design [10], and circuit design [11].

Most existing SAEAs have been developed for online data-driven optimization of continuous problems, where appropriate surrogates are chosen and model management strategies are designed to make sure that the EA is able to find the best solution with the given computation budget [12]. A wide range of regression models have been adopted as the surrogates, such as Kriging model (Gaussian processes regression model) [13], [14], radial basis function (RBF) networks [15]–[18], polynomial regression [19], and artificial neural networks [20], [21]. Since different regression models have different strengths and weaknesses, multiple surrogate models are combined as an ensemble in a single SAEA to increase its robustness [22]–[25].

Model management strategies distinguish themselves mainly in the criteria for selecting new candidate solutions to be evaluated using the expensive objective functions [4]. In generation-based model management strategies, the updating frequency can be fixed [21] or self-adaptive [20]. In individual-based model management strategies, promising and uncertain solutions according to the surrogate model [26]–[28] are evaluated using the expensive objective functions. A large number of SAEAs for single-objective optimization [6], [25], [29], [30], multi-objective optimization [12], [22], [31], [32], and many-objective optimization [13], [33] have been proposed.

By contrast, very few SAEAs have been dedicated to expensive data-driven mixed-integer or combinatorial optimization problems [34]. Typically, regression models widely used for surrogate-assisted continuous optimization are directly adopted as surrogates for mixed-integer optimization problems [35]–[37] or combinatorial optimization [38]–[40]. Note that many combinatorial optimization problems can be better solved by incorporating domain knowledge, where surrogate models can be helpful [41]–[43].

Likewise, relatively little work has been carried out on surrogate-assisted optimization of constrained problems [44].
Constraints become relevant for SAEAs in different situations. For example, the evaluation of the constraint functions may be time-consuming, and consequently, surrogates need to be built for constraints [29], [45], [46]. Since constraints can be handled using penalty functions [47], surrogates are built to approximate the penalty function instead of the individual constraint functions [48], [49]. As whether a candidate solution is feasible or not can be seen as a classification problem, support vector machine [50], [51], k-nearest neighbors algorithm [52], and linear hyper-plane estimator [53] have been employed to distinguish feasible solutions from infeasible ones. Surrogates were also used as a way of manipulating the feasible regions to facilitate the EA to find the global optimum possibly located in an isolated region [54]. Even if the constraint functions are computationally inexpensive, they can still have considerable impact on SAEAs. For example, it has been found in [55] whether the infeasible samples should be used for training the surrogates have significant influences on the search performance of SAEAs.

To summarize, most existing data-driven surrogate-assisted optimization algorithms are developed for solving non-constrained continuous optimization problems despite the fact that many real-world problems are constrained combinatorial optimization problems. To fill the gap, this work aims to deal with a class of data-driven constrained multi-objective combinatorial optimization problems, where each evaluation of the objectives and constraints involves a large amount of historical data and therefore is time-consuming. Since EAs typically need a large number of fitness evaluations, the optimization process can become computationally intensive, even if one single evaluation is not particularly computationally expensive. The main contributions of this work are summarized as follows.

- An in-depth investigation of random forest (RF) assisted evolutionary optimization of expensive multi-objective constrained combinatorial problems is performed. This includes the scalability of the performance to the dimension of the search space, the influence of dimension reduction techniques and a comparison with the RBF-based surrogates. Note that research on RF-assisted evolutionary optimization has been reported for parameter tuning of a general algorithm [35] and surrogate-assisted genetic programming for symbolic regression [56], although the problems addressed therein are low-dimensional non-constrained single-objective problems.

- Logistic regression models are introduced to rectify the non-dominated ranking according to the surrogates for the constraint functions, as it is found that the EA is more likely to be misled by the approximated constraint functions than the approximated objective functions in the problems studied in this work. Additionally, stochastic ranking based on two selection criteria [57] is employed to further reduce the influence of the approximated constraint functions.

- The performance of the proposed RF-assisted MOEA variants are studied in comparison with an RBF-assisted MOEA and three existing MOEAs without using surrogates on the multi-objective knapsack problems (MOKPs) up to 100 decision variables. In addition, the proposed algorithms are applied to two real-world trauma system design problems, one involving 18 hospitals with 40,000 data records collected in Scotland and the other involving 72 hospitals with 100,000 records collected in Colorado in the US. The results show that the RF-assisted MOEA is able to achieve satisfactory non-dominated solutions using a limited computation budget.

The remainder of the paper is organized as follows. In Section II, the main components of the proposed algorithm are described in detail. Empirical results on MOKPs are presented and analyzed in Section III. Furthermore, we apply the proposed algorithm to two real-world trauma system design problems in Section IV. Section V concludes the paper.

II. PROPOSED ALGORITHM

A. Constrained Multi-Objective Combinatorial Optimization Problems

Generally, a combinatorial optimization problem with \( m \) objectives and \( h \) inequality constraints can be described as follows:

\[
\min F(x) = (f_1(x), \ldots, f_m(x))^T \\
\text{s.t. } G(x) = (g_1(x), \ldots, g_h(x))^T \leq 0
\]

where \( x \) is an \( n \)-dimensional decision variable whose domain is a set of finite elements. The \( m \) objectives are often conflicting with each other, thus there is no single ideal solution that can achieve the optimal value of all objectives. Like in continuous multi-objective optimization problems (MOPs), the optimal solution set is denoted as Pareto set (PS), whose corresponding objective values are called Pareto front (PF) [58]. Note that this work focuses on constrained multi-objective combinatorial optimization problems with two and three objectives.

B. General Framework

Over the past two decades, a large number of multi-objective optimization evolutionary algorithms (MOEAs) have been developed for solving MOPs with two or three objectives [59]. Generally, MOEAs can be divided into dominance based approaches, such as NSGA-II [60], decomposition based approaches, e.g., MOEA/D [61], and performance driven approaches [62]. To solve data-driven constrained multi-objective combinatorial optimization problems, this paper proposes an SAEA using the dominance based approach [60]. Since the objectives and constraints can be evaluated using historical data only, surrogates \( \hat{F}(x) \) for objective functions and \( \hat{G}(x) \) for constraints are constructed. For convenience, we call the algorithm using RF models [63] random forest assisted constrained multi-objective combinatorial optimization (RF-CMOCO), and the algorithm using RF models after feature selection RF-CMOCO (FS). Since the RBF model is one of few surrogate models that have been adopted for data-driven combinatorial optimization problems [36], [37], we replace the RF model in RF-CMOCO with the RBF model, which is the third variant studied in this work called RBF-CMOCO.
A diagram of the proposed framework is shown in Fig. 1. It consists of two main parts, an evolutionary optimizer and a model management strategy. Surrogate models for \( m \) objectives and \( h \) constraints are built separately on the basis of the training dataset, where a feature selection (FS) technique can be employed to reduce the dimension of decision space. The evolutionary optimizer searches for feasible optimal solutions based on the cheap surrogate models. An individual-based model management strategy [26] is adopted, where a number of promising solutions from the current population are selected and evaluated using the expensive objective and constraint functions. In SAEAs, solutions whose predicted fitness is better than the best solution found so far, or whose predicted fitness has a large degree of uncertainty are considered to be promising. These new data are then added to the training dataset for updating the surrogates. The proposed framework begins with a number of randomly sampled solutions (which are the initial training dataset for the surrogates) and finally outputs a set of non-dominated solutions. To reduce the impact resulting from the errors introduced by the approximated constraints, a logistic regression model is trained for each constraint to rectify the boundaries distinguishing feasible solutions from infeasible ones. Finally, the population is sorted based on stochastic ranking using two selection criteria, one based on the ranking as a constrained MOP, and the other on ranking as an unconstrained MOP.

C. Surrogate Modeling

1) Random Forest: Most surrogate models were designed for approximating continuous functions. Since the decision variables of combinatorial optimization problems are discrete, we use RF and RBF models as the surrogates to approximate the \( m \) objectives and \( h \) functions. Compared with RBF models, RF models have not been widely used as surrogates, although it has recently been suggested that the tree structure in RF models is well suited for approximating functions with discrete decision variables [34].

An RF model [63] is an ensemble of a large number of classification and regression trees (CARTs) [64], as illustrated in Fig. 2. Each CART is trained by different bootstrap samples, which is the reason why these \( k \) trees have different structures in Fig. 2. Given \( N \) training samples for an objective or a constraint function, \( d = (2 \sqrt{n_i}) \) decision variables are randomly selected from the \( n \) total decision variables for the \( N \) bootstrap samples of each tree [65]. Thus, one variable may be repeatedly included in a tree. The final output of the input \( x \) is the average of the outputs of \( k \) trees. \( k \) is set to 100 in RF-CMOCO and RF-CMOCO(FS) as recommended in [66].

CART [64] has a binary tree structure, which is suited for the modeling discrete problems. CART divides the decision space into rectangle regions with leaf nodes, and the output of each leaf node is the average output of the samples in the divided region. Growing a CART is usually based on splitting and stopping criteria [67]. In RF-CMOCO and RF-CMOCO(FS), the CART splits based on the minimization of the mean squared error (MSE) of the tree. It stops splitting when the reduction of the MSE is smaller than a pre-specified threshold, which is set to \( 1e^{-4} \times \sigma^2 \) (\( \sigma^2 \) is the variance for the entire data before the CART is grown) in the empirical studies.

\( m + h \) RF models for \( m \) objective and \( h \) constraint functions are built separately. For each RF models, \( k \) CARTs are trained...
using $k$ sets of bootstrap samples. Thus, $k \times (m + h)$ CARTs are built for surrogate modeling in RF-CMOCO and RF-CMOCO(FS).

2) Feature Selection: The amount of required data for training an RF model dramatically increases as the number of the decision variables increases. Therefore, we employ a feature selection technique for problems with more than 50 decision variables to reduce the input dimension before training the RF models for all $m$ objective and $h$ constraint functions. To this end, we employ the Kendall rank correlation coefficient (KRCC) [37] to measure the correlation between the decision variables and the objective or the constraint. Taking the $i$-th decision variable $x_i$ as an example, $N$ samples of $x_i$ and an objective in the training dataset are written as $\{(x_1^i, y_1), ..., (x_N^i, y_N)\}$. Any two samples $(x_i^j, y_i^j)$ and $(x_k^j, y_k^j)$ are compared. If $x_i^j > x_k^j$ and $y_i^j > y_k^j$, or if $x_i^j < x_k^j$ and $y_i^j < y_k^j$, the pair of samples is said to be concordant [68]. If $x_i^j > x_k^j$ and $y_i^j < y_k^j$, or if $x_i^j < x_k^j$ and $y_i^j > y_k^j$, the pair of samples is said to be discordant [68]. The KRCC ($\tau_i$) between $x_i$ and the objective can be calculated as follows:

$$\tau = \frac{n_c - n_d}{N(N-1)/2}$$

where $n_c$ is the number of concordant pairs and $n_d$ is the number of discordant pairs. $\tau_i$ ranges within $[-1, 1]$, the closer $\tau_i$ approximates to -1 or 1, the stronger $x_i$ is correlated to the objective. If $\tau_i = 0$, $x_i$ and the objective are independent, namely, $x_i$ can be ignored when training the RF model for this particular objective or constraint.

Before training an RF model for approximating an objective or a constraint function, the KRCC between each decision variable and the objective or the constraint is calculated based on the training dataset. The contribution ratio of $x_i$ to the objective or the constraint is defined as:

$$R_i = \frac{|\tau_i|}{\sum_{j=1}^n |\tau_j|}$$

which is the ratio of $|\tau_i|$ to the sum of all the absolute KRCC values. The contribution ratios of all the decision variables are sorted in a descending order. The selection of decision variables is based on the sorted order, i.e., the decision variable with a larger contribution ratio will have a higher priority to be selected. In the proposed algorithm, $q$ decision variables are successively selected according to the sorting order until the accumulative contribution ratio of the selected decision variable amounts to 95%. Thus, $q$ decision variables that are highly correlated with the objective or the constraint are retained. It is worth noting that $q$ is not a parameter to be predefined by the user, rather it is problem-dependant. After selecting $q$ decision variables, the setting for training the RF model changes accordingly. Thus, growing each CART is based on $2\sqrt{n}q$ randomly selected decision variables.

3) Model Management: In SAEAs, the model management strategy is responsible for selecting individuals to be evaluated using the expensive objective functions and updating the surrogates. Most existing model management strategies have been developed for surrogate-assisted non-constrained optimization problems, which typically select solutions that can help accelerate convergence and/or promote diversity to strike a balance between exploitation and exploration.

In this work, an individual-based model management strategy is proposed to deal with constrained optimization, aiming to take into account both convergence and constraint handling. Like other model management strategies, a number of solutions will be randomly generated and evaluated using the expensive objective and constraint functions before optimization starts. All the randomly sampled solutions, no matter whether they are feasible or infeasible, are included in the initial training dataset for training the surrogates. Note, however, that the Latin hypercube sampling widely used for continuous optimization is not applicable for combinatorial optimization problems.

During the optimization, all offspring individuals at each generation will be evaluated at first using the surrogates. Then the individuals are sorted using the non-dominated sort [60], [69] according to degree of violation on the constraint functions (max$\{G(x), 0\}$). Based on this order, solutions are successively determined whether they are potentially better than the non-dominated solutions in the training dataset (denoted by $P_{nd}$), which are the best-so-far solutions. Recall that all objective values of the solutions in the current generation are estimated using the surrogates. To account for the approximation errors when comparing the solutions with those in $P_{nd}$, we calculate the root mean square errors (RMSEs) of $m$ RF models for the objectives, which are denoted as $E_{nd} = \{e_1, ..., e_m\}$. Then, we use these errors to estimate the upper bound of the objective values of the solutions in the current generation. Let the estimated objective values of solution $x$ be $\hat{F}(x)$, then the upper bound (best possible) objective values in case of minimization are assumed to be $\hat{F}(x) - E_{nd}$. If no solution in $P_{nd}$ is able to dominate solution $x$ according to its estimated best objective values, solution $x$ will then be selected for evaluation using the expensive real fitness functions. The model management strategy is also outlined in Algorithm 1.

![Fig. 3. An illustration of the model management strategy for a 2-objective problem, where $f_1$ and $f_2$ are two objectives.](image)
Algorithm 1 Pseudo code for solution selection in model management.

**Input:** $P$: the population with the predicted objective and constraint values ($\hat{F}(x)$ and $\hat{G}(x)$), $P_{nd}$: the non-dominated set of the training dataset, and $N_s$: the number of solutions to be selected.

1: Set $P_s$ empty.
2: Estimated $E_{nd}$ of $m$ RF models based on $P_{nd}$.
3: $P$ is sorted by the non-dominated sort on the predicted constraints $\hat{G}(x)$.

for $i=1:|P|$ do

5: if $\hat{F}(x_{P_i}) - E_{nd}$ is not dominated $P_{nd}$ then
6: if $P_i$ are not in the training dataset then
7: Add $P_i$ to $P_s$.
8: end if
9: if $|P_s| \geq N_s$ then
10: break
11: end if
12: end if
13: end for
14: Calculate the exact objective and constraint values of $P_s$.

**Output:** $P_s$

located at the bottom-left corner of the rectangle. Assume we intend to select two solutions from solutions A to F to be evaluated using the expensive objective functions. At first, the management strategy performs a non-dominated sort of the six solutions based on their predicted constraints $\hat{G}(x)$. Assume the resulting order is A, B, C, D, E and F, starting from the best. Now the sorted solutions are checked one by one to see whether they will be selected. Although solution A ranks the first, it is not able to dominate any solutions in $P_{nd}$ and consequently, solution A will not be selected. Then solution B is checked, which is found to be able to dominate one solution in $P_{nd}$ by taking the estimation error into account (otherwise B will not be selected either). Solution C will also be selected as it is able to dominate one solution in $P_{nd}$. Thus, at this generation, solutions B and C are selected. Note that solution F is not selected since two solutions have already been chosen, even if it is the best solution according to the estimated objective values.

The proposed model management strategy hypothesizes that if the best solutions are far away from the infeasible region, convergence should be prioritized and therefore the better solutions should be selected. However, if the number of feasible solutions is very small, indicating the population is close to the infeasible region, constraint handling should be more important. In this case, infeasible solutions closest to the boundaries should be selected. Finally, the approximation errors are estimated by evaluating the surrogates using the non-dominated solutions in the training data so that potentially better solutions are selected and evaluated using the expensive objective and constraint functions.

D. Constraint Handling

In this work, constraints are approximated using surrogate models. Due to the approximation errors, some infeasible solutions may be treated to be feasible, which will seriously mislead the evolutionary search. To mitigate this problem, we propose two novel constraint handling strategies in this section.

1) Logistic Regression for Constraint Correction: To reduce the possibility of classifying feasible solutions to be infeasible, the first strategy we propose aims to rectify the boundaries between the feasible and infeasible regions defined by the surrogate constrained functions. Take the situation illustrated in Fig. 4 as an example. In the figure, the solutions denoted by the plus signs are feasible ones and those by the cross signs are infeasible. The $j$-th constraint $g_j(x)$ is approximated by the surrogate model $\hat{g}_j(x)$. Because of approximation errors, two feasible solutions are classified as infeasible. If the constraint $\hat{g}_j(x) \leq 0$ is changed to $\hat{g}_j(x) \leq \alpha_j$, where $\alpha_j$ is the boundary between feasible and infeasible solutions, the misclassified solutions can be corrected.

![Fig. 4. An illustration of using logistic regression for constraint correction.](image)

To rectify the boundary, we use a logistic regression model [70] to estimate the probability at which solution $x$ with the approximated constraint value $\hat{g}_j(x)$ is feasible. The logistic regression model can be described as follows:

$$P(\hat{g}_j) = \frac{1}{1 + e^{\beta_0 + \beta_1 \hat{g}_j}}$$  \hspace{1cm} (4)

where $\beta_0$ and $\beta_1$ are two parameters to be estimated. The training dataset is used to estimate the logistic regression model, where the predicted value $\hat{g}_j(x)$ of each sample is the input, and the probability of the solution being feasible is the output ($\hat{g}_j(x) \leq 0$ is set to 1 and $\hat{g}_j(x) > 0$ is set to 0). Solutions are believed to be feasible for constraint $\hat{g}_j$ when $P(\hat{g}_j) \geq 0.95$. Thus, the new boundary $\alpha_j$ is defined as $P(\alpha_j)=0.95$, the constraint $g_j(x) \leq 0$ is changed to $\hat{g}_j(x) \leq \alpha_j$.

In each generation, after $h$ surrogate models $\hat{g}_j(x)$ (1 $\leq j \leq h$) are built, their feasible probabilities are learned by $h$ logistic regression models described in Eq. (4), then the boundaries $\alpha_j$ are calculated. For the following selection, the problem is changed to Eq. (5) with $\alpha_j$ offset on the constraints.

$$\min \hat{F}(x) = (\hat{f}_1(x), ..., \hat{f}_m(x))^T$$

$$s.t. \hat{G}(x) = (\hat{g}_1(x) - \alpha_1, ..., \hat{g}_h(x) - \alpha_h)^T \leq 0$$  \hspace{1cm} (5)

2) Stochastic Ranking Using Two Selection Criteria: It has been shown that the performance of handling constraints in SAEAs can be improved by converting constrained MOPs into unconstrained MOPs [71], [72], namely, constraints in Eq. (1) can be seen as additional objectives [44] as follows:

$$F^*(x) = \min (f_1(x), ..., f_m(x), g_1(x), ..., g_h(x))^T$$  \hspace{1cm} (6)
Thus, two selection criteria are available for sorting the population: ranking as an unconstrained MOP having \( m + h \) objectives, or as a constrained MOP having \( m \) objectives and \( h \) inequality constraints. A variety of efficient non-dominated sorting techniques can be used [69], [73].

Stochastic ranking [57] is a bubble-sort-like procedure, which was proposed to strike a balance between searching for better objectives and finding feasible solutions. In the original version of stochastic ranking, swapping adjacent solutions is based either on the objective values or on the constraint values at a certain probability. However, we adopt stochastic ranking in the proposed algorithm to balance two selection criteria, thereby further reducing the influence the approximation errors introduced by the approximated constraints.

Algorithm 2 Pseudo code for stochastic ranking using two selection criteria.

**Input:** \( P \): population with the approximated objective and constraint values after constraint relaxation, \( N_P \): population size.

1: Ranking \( P \) as an unconstrained MOP by non-dominated sort, denoting as \( R^U \).
2: Ranking \( P \) as a constrained MOP by non-dominated sort, denoting as \( R^C \).
3: for \( i=1: N_P \) do
4:   for \( j=1:\lfloor |P| - 1 \rfloor \) do
5:     if \( U(0, 1) < 0.5 \) then
6:       if \( R^U_{i,j} > R^U_{i,j+1} \) then
7:         Swap \( P^U_j \) and \( P^U_{j+1} \).
8:       end if
9:       Swap \( R^U_{i,j} \) and \( R^U_{i,j+1} \), swap \( R^C_{i,j} \) and \( R^C_{i,j+1} \).
10:   else
11:     if \( R^C_{i,j} > R^C_{i,j+1} \) then
12:       Swap \( P^U_j \) and \( P^U_{j+1} \).
13:       Swap \( R^U_{i,j} \) and \( R^U_{i,j+1} \), swap \( R^C_{i,j} \) and \( R^C_{i,j+1} \).
14:     end if
15:   end if
16: end for
17: end for

**Output:** \( P \) with the first \( N_P \) solutions.

The stochastic ranking process in the proposed algorithm is described in Algorithm 2, where \( U(0, 1) \) is a random number in \([0,1]\). At each generation, a combination of the parent and offspring populations \( P \) is evaluated using the surrogate models, where the constraint boundaries have already been rectified using the logistic regression models. Before performing the stochastic ranking, \( P \) is ranked as an unconstrained MOP with \( m+h \) objectives and a constrained MOP by non-dominated sort, denoting as \( R^U \) or \( R^C \). In the bubble-sort, the comparisons between two adjacent solutions are based either on \( R^U \) or on \( R^C \) at a probability of 0.5. Once the stochastic bubble-sort terminates, the first \( N_P \) solutions in \( P \) are selected as the parents of the next generation.

### E. Detailed Settings

The proposed framework involves surrogate modeling, optimization, and constraint handling. For clarity, we summarize the parameter settings for the three variants of the proposed algorithm, RF-CMOCO, RF-CMOCO(FS), and RBF-CMOCO in Table I.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter/Technique</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial dataset</td>
<td></td>
<td>1000 random solutions</td>
</tr>
<tr>
<td>Surrogate</td>
<td>RF</td>
<td>100 CARTs that generated from the bootstrap samples of 2 ([\sqrt{n}]) randomly selected decision variables</td>
</tr>
<tr>
<td></td>
<td>CART</td>
<td>Splitting tolerance is set to ( 1e - 4 * \sigma^2 ) (( \sigma^2 ) is the variance for the entire data)</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>( n ) hidden nodes using the overlap measure [74] as the kernel function</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>Top ( q ) decision variables with accumulative KRCC contribution ratio of 95%</td>
</tr>
<tr>
<td></td>
<td>( N_s )</td>
<td>5 exact function evaluations in each generation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Population Budget</th>
<th>100 solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constraint handling</td>
<td>Probability of feasibility</td>
<td>0.95</td>
</tr>
</tbody>
</table>

### III. EXPERIMENTAL STUDIES

Unlike MOPs with continuous decision variables, multi-objective combinatorial optimization problems may have different structures (or presentation) of decision variables [75]. For example, MOKPs have categorical decision variables, while multi-objective flow shop scheduling problems have permutation decision variables. For some structures like permutation decision variables, surrogate models cannot be directly used, and mapping- or similarity-based methods need to be applied [34]. Since the use of indirect surrogate models is out of the scope of this work, we choose MOKPs as the test problem, which can be generated by using the method reported in [76]. An MOKP with \( m \) objectives and \( n \) items can be modeled as follows:

\[
\begin{align*}
\max f_i = \sum_{j=1}^{n} w_j x_j, & \quad x_j \in \{0, 1\}, 1 \leq i \leq m \\
\text{s.t.} & \quad \sum_{j=1}^{n} w_j x_j \leq W
\end{align*}
\]

where \( m \) objectives are the total values of the chosen items, \( w_j \) and \( v_i^j \) are the weights and value for \( f_i \) of the \( j \)-th item, and \( W \) is the weight limitation of the knapsack. Similar to the generation method in [76], \( w_j \) and \( v_i^j \) are random integers within \([1, 1000]\), and \( W \) is set to \( 0.5 \sum_{j=1}^{n} w_j \). Based on the above method, we generate MOKP instances with 10 to 100 items and 2 to 3 objectives. Here we assume each evaluation in Eq. (7) is expensive. In this section, a fixed number of those expensive evaluations are set as the allowed computational budget of the compared algorithms.

1https://sites.google.com/site/handingwanghomepage/downloading
A. Approximation Performance of Random Forest Models

We first investigate the approximation performance of RF models for MOKPs. As the number of decision variables may heavily affect the performance of surrogates, we choose the first objectives of the 20-item MOKP as a low-dimensional test case and the 100-item MOKP as a high-dimensional test case. The experiment is conducted on the RF models with and without the feature selection for 30 independent times, where 100 to 2500 random solutions serve as the training dataset and 10,000 random solutions as the test dataset. In the experiment, we use the same settings for the RF models as recommended in [65], [66], which are presented in Table I.

The average RMSEs of the two RF models on the test dataset over the size of the training data are plotted in Fig. 5. From the figure, we can see that the performance of both RF models on 20- and 100-item MOKP instances enhances as the number of the training data increases. In the beginning, RMSEs of the two RF models drop rapidly when new data are added to the training dataset. However, the decrease of RMSEs becomes slow as the size of the training dataset further increases. In addition, it is noticed that feature selection can significantly enhance the performance of the RF model on the 100-item MOKP instance, but worsens the performance on the 20-item MOKP instance. These results indicate that feature selection significantly improves the performance of RF models in approximating functions with a large number of discrete variables.

B. Constraint Handling Strategies

As shown in Fig. 5, the RMSE of the RF model remains very large even though the size of the training dataset has been increased to 2500, making it hard to distinguish feasible solutions from infeasible ones using the surrogate models. Therefore, additional constraint handling strategies are designed in this work. In this subsection, we evaluate the effectiveness of the proposed constraint handling strategies by performing experiments on a bi-objective MOKP instance with 20 items so that the influence of the objectives is minimized. As the experiments are conducted on the 20-item MOKP instance, no feature selection is applied in building the RF models.

The first strategy is to use logistic regression models to rectify the constraint boundaries. To examine the effectiveness of this strategy, we compare the performance of the RF models with and without the constraint correction strategy using the data generated by NSGA-II of a population size 100. The experimental details are described in the following.

- Test datasets generation: Run the NSGA-II using exact function evaluations on the MOKP instance for 30 independent times, where the population size is set to 100 and a maximum of 100 generations are run. The 100 solutions generated in each generation are recorded as a dataset for evaluating the constraint handling strategies. Thus, 100 datasets are stored in each run.

- Constraint correction: For the 100 datasets generated in each run, two RF models are built from 1000 and 1500 random samples separately, then the boundaries separating the feasible and infeasible solutions $\alpha$ based on the two different strategies are calculated. Recall that the proposed constraint correction strategy changes their prediction of constraints to $G(x) - \alpha$.

- Performance evaluation: Predict the constraint values in every generation by the RF models with and without constraint correction. The RMSEs of the RF models are calculated for the solutions generated in each of the 100 generations.

The average RMSEs of the RF models with and without constraint correction in different generations are shown in Fig. 6. As the search proceeds, the population (the test dataset) becomes concentrated, the RMSE in local areas gradually increases. It can be observed that RF models trained using 1500 samples have a smaller RMSE than those trained using 1000 samples. It can also be seen that the constraint correction strategy reduces the RMSEs of both RF models. These results indicate that the logistic regression based correction strategy is able to improve the performance of the RF models of the constraint functions.

The second strategy we employ is a stochastic ranking strategy using two selection criteria to further reduce the influence of the approximation errors induced by the RF
models. We conduct the following experiments to demonstrate the effects of the stochastic ranking strategy.

- **Generation of the test datasets**: Run the NSGA-II using exact function evaluations on the MOKP instance for 30 independent times, where the population size and the terminal criterion are set as in the previous experiments. The combination of parent and offspring populations and the selected population $P_s$ in each generation are recorded as the datasets for evaluating the stochastic ranking strategy.

- **Prediction via surrogate models**: For the 100 datasets generated in each run, two RF models are built using 1000 and 1500 random samples separately. Then the constraint correction strategy is applied on both models. Predict the objective and constraint values of the combined population in each generation using the RF models with the constraint correction strategy.

- **Selection**: For each generation, select populations ($P_s^U$, $P_s^C$, and $P_s^{SR}$) from the combined population using three different ranking strategies, namely, ranking by considering the MOKP as an unconstrained MOP, a constrained MOP, or the proposed stochastic ranking.

- **Performance evaluation**: Calculate the percentages of $P_s^U \cap P_s$, $P_s^C \cap P_s$, and $P_s^{SR} \cap P_s$ in $P_s$ as the selection accuracy.

For the MOKP instance, the average selection performance of the three different ranking methods based on the RF models trained using 1000 and 1500 random samples in different generations are shown in Fig. 7. It can be seen that for both RF models, the selection accuracy of the ranking method considering the problem as a constrained MOP is about half of that of the ranking method considering the problem as an unconstrained MOP. However, stochastic ranking, which is a hybrid of these two ranking methods, is able to improve the selection accuracy to 0.7. In particular in the early generations, the stochastic ranking can achieve much higher selection accuracy than the other two ranking strategies. As the search proceeds, however, the percentage of feasible solutions in the population gradually increases, the performance of the ranking strategy considering the problem as an unconstrained MOP rapidly improves and even becomes slightly better at the later generations. Nevertheless, the stochastic ranking maintains an overall satisfactory selection accuracy in the entire search process of NSGA-II. We also find that the selection based on the RF model trained using 1500 data samples performs slightly better, due to better-trained models.

### C. Comparative Experiments

In this section, RF-CMOCO, RF-CMOCO(FS), and RBF-CMOCO are compared with other algorithms on two- or three-objective MOKP instances with 10 to 100 items. Both mathematical programming and MOEAs have been employed for solving MOKPs [3]. The algorithms using mathematical programming [77] require analytic functions of MOKPs, which does not meet the assumption that analytic objective and constraint functions are not available made in this work. Therefore, we choose two MOEAs for comparison.

- **Generic MOEAs**: NSGA-II [60] and MOEA/D [61] are two popular MOEAs without using any domain knowledge or local search strategy.

- **Specific MOEAs**: Variable neighborhood search (VNS) has been shown effective in solving MOKPs in [78], although analytic functions are used. For fair comparison, we include MO-GVNS [79], an MOEA with general VNS without using analytic functions, for comparison.

In the experiments, a maximum of 1500 exact fitness evaluations is allowed, of which 1000 fitness evaluations are used for building the RF models before the optimization starts and 500 exact fitness evaluations can be used during the optimization. All compared algorithms perform 30 independent times and they terminate when the allowed computation budget is exhausted. All algorithms under comparison use 3-point crossover with a probability of 1 and point mutations with a probability of 0.2. In the experiments, the settings of RF-CMOCOs and RBF-CMOCO are presented in Table I. The population size of MO-GVNS and NSGA-II is set to 100. The population size of MOEA/D (with the neighborhood parameter $T = 30$ ) is set to 100 for 2-objective MOKPs and 105 for 3-objective MOKPs.

To evaluate the results obtained by the compared algorithms, inverted generational distance (IGD) [80], the average distance from a reference set to the obtained solution set, is adopted, which is believed to be able to account for both convergence and diversity. We use the non-dominated set of solutions obtained from 30 runs of NSGA-II (with a population size of 100 run for 200 generations using exact function evaluations) as the reference set for calculating IGD. Further, we normalize the objectives using the extreme points in the reference set. The IGD values of the compared algorithms on the MOKP instances are presented in Table II, where the comparisons between RF-CMOCOs (with and without feature selection)
TABLE II
The IGD values of RF-CMOCOs (with and without feature selection), RBF-CMOCO, NSGA-II, MOEA/D, and MO-GVNS on the MOKP instances with n items m objectives. The best and second best fitness values among all the compared algorithms for each instance are highlighted in gray and light gray. The results of RF-CMOCO variants and other compared algorithms are analyzed with the Wilcoxon signed-rank test (significance level=0.05). The analysis results of RF-CMOCO is denoted as the superscript in brackets, while those of RF-CMOCO(FS) are denoted as the subscript in brackets.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>RF-CMOCO</th>
<th>RF-CMOCO(FS)</th>
<th>NSGA-II</th>
<th>MOEA/D</th>
<th>MO-GVNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
<td>1.11e-01</td>
<td>5.12e-01</td>
<td>5.68e-01</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>0.00e+00</td>
<td>0.00e+00</td>
<td>3.63e-02</td>
<td>2.28e-02</td>
<td>1.26e-01</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>1.11e+01</td>
<td>1.34e+01</td>
<td>2.86e-01</td>
<td>2.86e-01</td>
<td>6.48e-01</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>2.31e+01</td>
<td>2.31e+01</td>
<td>5.07e-01</td>
<td>5.07e-01</td>
<td>3.92e-01</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>2.81e+01</td>
<td>2.56e+01</td>
<td>7.26e-02</td>
<td>7.26e-02</td>
<td>9.70e-02</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>2.61e+01</td>
<td>3.14e+01</td>
<td>1.58e-01</td>
<td>1.58e-01</td>
<td>8.19e-02</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>2.28e+01</td>
<td>1.55e+01</td>
<td>4.01e-01</td>
<td>4.01e-01</td>
<td>8.19e-02</td>
</tr>
<tr>
<td>50</td>
<td>3</td>
<td>2.72e+01</td>
<td>1.95e+01</td>
<td>2.07e-01</td>
<td>2.07e-01</td>
<td>4.85e-01</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>4.02e+01</td>
<td>1.18e+01</td>
<td>7.53e-02</td>
<td>7.53e-02</td>
<td>7.07e-01</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>4.02e+01</td>
<td>1.57e+01</td>
<td>6.82e-01</td>
<td>6.82e-01</td>
<td>5.10e-01</td>
</tr>
</tbody>
</table>

* denotes the peer algorithm is significantly worse than RF-CMOCO or RF-CMOCO(FS). + denotes the peer algorithm is significantly better than RF-CMOCO or RF-CMOCO(FS). ~+ denotes the peer algorithm is not significantly different from RF-CMOCO or RF-CMOCO(FS). ~ denotes the peer algorithm is RF-CMOCO or RF-CMOCO(FS).

and other compared algorithms are also analyzed using the Wilcoxon signed-rank test [81].

From these results, we can see that MOEA/D performs the worst on all MOKP instances considered in the comparison, which might be attributed to various reasons. Firstly, MOEA/D is in general not well suited for constrained optimization problems [82]. Without properly handling the constraints, MOEA/D is less efficient especially when a limited number of function evaluations are allowed. Furthermore, the true PFs of combinatorial MOPs are usually discontinuous and irregular, while MOEA/D generates weights evenly across the whole objective space. By contrast, NSGA-II is based on dominance comparison and is able to perform more robustly than MOEA/D when the PF of the MOPs are irregular or unknown. MO-GVNS performs better than NSGA-II, as it is designated for MOKPs and uses VNS for local search. However, MO-GVNS performs worse than RF-CMOCO, RF-CMOCO(FS), or RBF-CMOCO, confirming that the use of surrogates is able to speed up the search.

TABLE III
The runtime (in seconds) of RF-CMOCOs (with and without feature selection) and RBF-CMOCO on the MOKP instances with n items m objectives. The fastest and second fastest compared algorithms on each test problem are highlighted in gray and light gray.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>RF-CMOCO</th>
<th>RF-CMOCO(FS)</th>
<th>RBF-CMOCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>2.90e+03</td>
<td>1.38e+02</td>
<td>2.28e+02</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>4.67e+03</td>
<td>5.16e+02</td>
<td>6.87e+02</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3.70e+03</td>
<td>5.16e+02</td>
<td>5.68e+02</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>3.60e+03</td>
<td>3.19e+02</td>
<td>2.27e+02</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>3.82e+03</td>
<td>9.58e+01</td>
<td>1.08e+01</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>3.48e+03</td>
<td>9.65e+01</td>
<td>6.90e+02</td>
</tr>
<tr>
<td>50</td>
<td>3</td>
<td>4.12e+03</td>
<td>1.46e+02</td>
<td>7.42e+02</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>3.72e+03</td>
<td>1.32e+02</td>
<td>1.41e+03</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>5.07e+03</td>
<td>1.19e+02</td>
<td>1.51e+03</td>
</tr>
</tbody>
</table>

Overall, RF-CMOCO and RF-CMOCO(FS) are two best-performing algorithms, SAEAs (RF-CMOCO, RF-CMOCO(FS), and RBF-CMOCO) outperform MOEAs without the assistance of surrogates. Note however, RF-CMOCO performs worse than NSGA-II on the 10-item MOKP instances. Table III lists the runtime of RF-CMOCO, RF-CMOCO(FS), and RBF-CMOCO, from which we can see that RF-CMOCO(FS) is sped up by using feature selection. However, RF-CMOCO(FS) still requires longer time than RF-CMOCO, which is reasonable as each RF model is an ensemble consisting of 100 CARTs and an RBF is a single model. Since the search space of the low-dimensional MOKP instances is relatively small, MOEAs are able to find the optimum with a small number of fitness evaluations. As a result, all SAEAs perform worse than the MOEAs without using surrogates probably because the approximation errors of the surrogates may slightly disturb the search. However, RF-CMOCO outperforms NSGA-II and MOEA/D as the number of decision variables increases. Of the three SAEAs, both RF-CMOCO variants perform better than RBF-CMOCO, indicating that the RF models are advantageous over the RBF models on surrogate-assisted combinatorial optimization. Comparing RF-CMOCO with RF-CMOCO(FS), we see that they perform similarly on the MOKPs with 10-50 items, while RF-CMOCO(FS) outperforms RF-CMOCO on the 100-item MOKP instances.

To investigate the scalability of RF-CMOCO to the number of constraints, we include four additional constraints to the bi-objective MOKP instance with 20 items. Note that for a fair comparison, the feasible region of each additional constraint is set to cover the PS of the original MOKP instance to keep the PF unchanged. The IGD values obtained by the RF-CMOCO on the MOKP with different constraints over 30 runs are shown in Fig. 8. The performance of RF-CMOCO decreases when the number of constraints increases due to the accumulated error of surrogate models. However, the performance does not significantly deteriorate when the number of constraints is larger than three. Therefore, the scalability of RF-CMOCO to the number of constraints is acceptable.

We can draw three conclusions from the above experimental results. Firstly, surrogate models can effectively save the computation cost in solving data-driven constrained multi-objective combinatorial optimization problems. Secondly, the RF models are better suited for combinatorial optimization problems than the RBF models. Thirdly, the performance of the RF models degenerates on high-dimensional combinatorial optimization problems, which can be mitigated to a certain
extent using dimension reduction techniques.

IV. DESIGN OF TRAUMA SYSTEMS

In this section, we apply the proposed algorithms to the design of two trauma systems, one in Scotland and the other in Colorado in the US. Trauma system design can be formulated as a bi-objective constrained combinatorial optimization problem [5] and the details of the problem formulation will be discussed below.

A. Design of the Scotland Trauma System

In Scotland, 18 existing hospitals can be classified into three different categories: major trauma centres (MTC), trauma units (TU), and local emergency hospitals (LEH). The decision variables of the trauma system design problem are the categories of the 18 hospitals. Different configurations (categories of the hospitals) lead to different clinic and resource outcomes, which are hard to be analytically evaluated. To address this issue, 40,000 emergency incidents within one year are used to design the trauma system, which is a typical data-driven optimization problem [5].

The total transportation time for the patients recorded in the data and the number of MTC exceptions are two objectives ($f_1$ and $f_2$) to be minimized. By an MTC exception, we mean a case where a patient who should be triaged to an MTC has to be sent to a TU since there is no MTC near the accident location. A binary bit $L_i$ is set 1 if patient $i$ is an MTC exception, otherwise it is set as 0. In addition, three constraints need to be considered, namely, the number of helicopters used for transporting patients in depot $j$ should not exceed its maximum number $n_h^j$, the number of patients handled by each MTC per day should be larger than a predefined threshold $V$; and the distance between any two TUs should be larger than $d_{TU}$. The two objectives ($f_1$ and $f_2$) and the three constraints are defined as follows:

$$ \text{min} \left( f_1 = \sum_{i=1}^{N} T_i, f_2 = \sum_{i=1}^{N} L_i \right) \tag{8} $$

$$ h_j = \sum_{i=1}^{N} H^j_i \leq Dn^j_h, 1 \leq j \leq n_d \tag{9} $$

$$ g_l = \sum_{i=1}^{N} G^l_i \geq DV, 1 \leq l \leq n_{MTC}. \tag{10} $$

$$ \text{Dis}_{pq} \geq d_{TU}, 1 \leq p \leq n_{TU}, 1 \leq q \leq n_{TU}, p \neq q \tag{11} $$

Note that the two objectives as well as the first two constraints are calculated using the 40,000 data records, while the third constraint can be calculated straightforwardly based on the location of the TUs. Because of the large number of records, the evaluation for a single configuration is computationally expensive. The main steps for calculating the objectives and constraints are given in Fig. 9.

The details of the patient allocation algorithm can be found in [5], [83]. Given a patient $i$ and a candidate configuration with $n_{MTC}$ MTCs and $n_{TU}$ TUs, a nearby and appropriate hospital center is assigned, the transportation time $T_i$ is the time for transporting the $i$-th patient from the accident location to the assigned hospital. If a helicopter is used for transporting the $i$-th patient from the $j$-th depot, the $j$-th bit of a binary string $H_i$ is set to 1, otherwise all $n_d$ bits of $H_i$ are set to 0. If the assigned hospital is the $l$-th MTC ($1 \leq l \leq n_{MTC}$) in the solution, the $l$-th bit of a binary string $G_i$ is set to 1, otherwise all $n_{MTC}$ bits of $G_i$ are set to 0.

We compare the performance of RF-CMOCO, RF-CMOCO(FS), RBF-CMOCO, and NSGA-II for solving the Scottish trauma system design problem (MOEA/D is not included here due to its poor performance on the benchmark problems). Each compared algorithm is run for 20 times. The settings of the algorithms are presented in Table I. Similarly, we use IGD to evaluate the performance of RF-CMOCO and NSGA-II, where the reference set is generated as in [5]. The population size of NSGA-II is set to 100 and the algorithm is run for 200 generations using exact function evaluations, meaning that the objectives and first two constraints are calculated using all 40,000 data records. Each compared algorithm is repeated for five runs. Then the non-dominated solutions of the non-dominated solutions obtained from the five runs are used as the reference set for calculating the IGD. The objectives are also normalized using the extreme points in the reference set.

The IGD values of RF-CMOCO, RF-CMOCO(FS), RBF-CMOCO and NSGA-II are given in Table IV. Using only 1500 exact function evaluations, RF-CMOCO, RF-CMOCO(FS) and RBF-CMOCO are able to obtain solutions closer to the reference set obtained by NSGA-II, and RF-CMOCO achieves the best IGD value. As the solutions obtained by NSGA-II are all infeasible, Fig. 10 shows the non-dominated solution.
set obtained by RF-CMOCO, RF-CMOCO(FS) and RBF-CMOCO with the median IGD value only.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>IGD (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-CMOCO</td>
<td>2.02e-01±2.75e-01</td>
</tr>
<tr>
<td>RF-CMOCO(FS)</td>
<td>2.71e-01±2.76e-01</td>
</tr>
<tr>
<td>RBF-CMOCO</td>
<td>3.48e-01±2.48e-01</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>1.56e+00±3.91e-01</td>
</tr>
</tbody>
</table>

The results demonstrate that surrogate-assisted MOEAs outperform NSGA-II. Among the three surrogate-assisted algorithms, RF-CMOCO has achieved better convergence performance than RBF-CMOCO, indicating the RF model is better suited for combinatorial optimization problems than the RBF model. Similar to the findings in Section III-A, RF-CMOCO(FS) performs worse than RF-CMOCO on this 18-dimensional trauma system design problem.

**B. Colorado Trauma System Design**

In this subsection, we apply the proposed algorithm to the Colorado trauma system design [84]. Different from the Scotland trauma system, the Colorado trauma system has 72 hospitals, which are categorized into five different capability levels (denoted as L1-L5). Similarly, the design of the Colorado trauma system can be formulated as a combinatorial optimization problem and the differences lie in the calculation of the number of exceptions and the MTC case volume, where MTC is changed to L1 in Eq. (8) and MTC is changed to L2 in Eq. (10), and the TU in the third constraint (TU distances in Eq. (11)) is changed to L3. Here, 100,000 emergency records in five years are available to calculate the objectives and constraints. It should be noted that the search space of the Colorado trauma system design problem becomes much larger than that of the Scotland trauma system design, and the evaluations of the objectives and constraints are more time-consuming.

We run RF-CMOCO, RF-CMOCO(FS), RBF-CMOCO, and NSGA-II on the Colorado trauma system design problem for 20 times. Since this problem has a large search space, we change the stopping criterion from 1500 exact function evaluations to 2000 while all the rest settings remain the same as in Section III-C. The performance of the compared algorithms is evaluated in terms of IGD, where the reference PF is the non-dominated solution set of the five solution sets obtained by running NSGA-II (population size is set to 100) for 200 generations, all using exact function evaluations. The objectives are also normalized by the extreme points in the reference set. The IGD values of RF-CMOCO, RF-CMOCO(FS), RBF-CMOCO, and NSGA-II on the Colorado trauma system design problem are listed in Table V. Given only 1500 exact function evaluations, none of the algorithms are able to obtain satisfactory results. When 2000 exact function evaluations are allowed, the performance of the compared algorithms is considerably improved except for NSGA-II. Therefore, we only present the non-dominated solution sets obtained by RF-CMOCO, RF-CMOCO(FS), and RBF-CMOCO in Fig. 11 for the run having the median IGD value.

The results on the Colorado trauma system design problem are different from those on the Scotland trauma system design problem. Among the compared algorithms, RF-CMOCO(FS) performs the best in terms of the IGD value. This agrees with the findings in the benchmark problems that feature selection can help improve the performance of the proposed algorithms on high-dimensional systems, as the Colorado trauma system design problem has 72 decision variables. In addition, there are five possible capability levels for each decision variable, significantly increasing the search space compared to the Scotland trauma system design problem. The performance deterioration of the RBF-CMOCO indicates that RF models are better suited than RBF models for high-dimensional combinatorial optimization problems.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>IGD (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-CMOCO</td>
<td>2.53e+00±3.86e-01</td>
</tr>
<tr>
<td>RF-CMOCO(FS)</td>
<td>1.65e+00±1.04e-00</td>
</tr>
<tr>
<td>RBF-CMOCO</td>
<td>2.96e+00±6.90e-01</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>4.50e+00±1.48e+00</td>
</tr>
</tbody>
</table>

As shown in Fig. 11, the solution set obtained by RF-CMOCO(FS) is still much worse than the reference PF. Note that the computation time consumed for obtaining the reference PF and that for the compared algorithms that use a maximum of 2000 exact function evaluations are different, as detailed in Table VI. It takes about 56 hours for the NSGA-II to
obtain the reference PF. By contrast, the compared algorithms consume only about 3 hours to obtain the results. Therefore, RF-CMOCO(FS) is still very competitive taking into account the fact that it consumes much less computation time than NSGA-II.

From the two different trauma system design problems, we can conclude that RF-CMOCO is effective for solving expensive data-driven combinatorial optimization problems. Based on the comparative results, we can also conclude that the RF models are better suited as surrogates for combinatorial optimization problems than the RBF models. Finally, the results demonstrate that dimension reduction techniques such as feature selection are able to enhance the performance of RF-assisted EAs for solving high-dimensional combinatorial optimization problems.

V. CONCLUDING REMARKS

In this paper, we present a random forest assisted evolutionary algorithm for solving expensive data-driven constrained multi-objective combinatorial optimization problems. We show that random forest models work better than radial-basis-function network models as surrogates for combinatorial optimization problems. To address the errors introduced by the surrogates for the constraints, we design a correction boundary strategy with the help of logistic regression models and a stochastic ranking strategy using two selection criteria, one considering the problem as an unconstrained multi-objective problem and the other as a constrained multi-objective problem. Our empirical results demonstrate that the proposed constraint handling strategies based on logistic regression correction and stochastic ranking can improve the selection accuracy up to 70%-80% in the optimization process. The effectiveness of the RF-CMOCO has been verified on both multi-objective knapsack problems and two real-world data-driven trauma system design problems.

Although the effectiveness and efficiency of the proposed algorithms are promising in that they can significantly reduce the computation time at the price of slight quality degradation, some open issues remain to be resolved in the future. First, there is much room for improving the performance of random forest models, and better surrogate models for approximating the objective and constraint functions are in high demand. Second, indirect surrogate models for permutation or tree structures need to be studied so that surrogate-assisted evolutionary algorithms can be applied to a wider range of combinatorial optimization problems. Finally, more sophisticated machine learning techniques are required to determine whether a solution is feasible or not, which heavily influences the performance of surrogate-assisted evolutionary optimization of expensive constrained problems.
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