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Abstract—In this paper, a comprehensive design and analysis of multiple-input multiple-output (MIMO) full-duplex (FD) relaying systems in a multi-cell environment are investigated, where a multi-antenna amplify-and-forward (AF) FD relay station serves multiple half-duplex (HD) multi-antenna users. The pivotal obstacles of loopback self-interference (LI) and multiple co-channel interferers (CCI) at the relay and destination when employing FD relaying in cellular networks are addressed. In contrast to the HD relaying mode, the CCI in the FD relaying mode is predicted to double since the uplink and downlink communications are simultaneously scheduled via the same channel. In this paper, the optimal layout of transmit (receive) precoding (decoding) weight vectors which maximizes the overall signal-to-interference-plus-noise ratio (SINR) is constructed by a suitable optimization problem, then a closed-form sub-optimal formula based on null space projection is presented. The proposed hop-by-hop rank-1 zero-forcing (ZF) beamforming vectors are based on added ZF constraints used to suppress the LI and CCI channels at the relay and destination, i.e., the source and relay perform transmit ZF beamforming, while the relay and destination employ receive ZF combining. To this end, unified accurate expressions for the outage probability and ergodic capacity are derived in closed-form. In addition, simpler tight lower-bound formulas for the outage probability and ergodic capacity are presented. Moreover, the asymptotic approximations for outage probability is considered to gain insights into system behavior in terms of the diversity order and array gain. Numerical and simulation results show the accuracy of the presented exact analytical expressions and the tightness of the lower-bound expressions. The case of hop-by-hop maximum-ratio transmission/maximal-ratio combining beamforming is included for comparison purposes. Furthermore, our results show that while multi-antenna terminals improve the system performance, the detrimental effect of CCI on FD relaying is clearly seen. Therefore, our findings unveil that MIMO FD relaying could significantly improve the system performance compared to its conventional MIMO HD relaying counterpart.
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I. INTRODUCTION

TRADITIONAL dual-hop relaying networks and base stations operate in the half-duplex (HD) mode, thereby two orthogonal channels (i.e., in a time division duplex or frequency division duplex manner) are essential to initiate communications. Lately, full-duplex (FD) relaying received upsurge of research interest due to its capability to increase spectral efficiency (see e.g., [1]–[8]), which is solely because of the fact that full-duplex nodes receive and re-transmit the information symbol over the same time and frequency, consequently, efficiently employing the spectrum resources of the network. However, the main hurdle of FD terminals is the loopback self-interference (LI) brought about by the signal infiltration from the terminal’s transmission to its own reception, specifically, the huge power differences between the one transmitted from the FD terminal and its received signal (the received signal is extremely weaker than that of the transmitted one due to the heavy path loss and fading), which surpass the dynamic range of the analog-to-digital converter. Therefore, LI alleviation and elimination is indispensable for the implementation of FD mode operation [1]–[5], [9].

The explosive growth in demand for wireless communication devices with higher throughput (a principal merit of 5G wireless communication systems) led to the implementation of short range systems, such as small-cell networks, WiFi, and Femtocells, where the cell-edge path loss is lower than that of the traditional cellular networks. Therefore, the transmission power and distance between devices have been greatly reduced. This considerable amendment alongside the developments in antennas and radio-frequency (RF) circuit design render full-duplex communications feasible as the LI mitigation problem becomes viable. Various LI attenuation approaches have been proposed in the literature which may be classified into three phases: propagation (passive) domain LI cancellation, analog and digital (active) domain LI cancellation, and spatial domain LI cancellation (in the presence of multiple receive and/or transmit antennas at the FD node) [2], [4]–[12]. Owing to the significant hardware adjustment, high cost and power required by the terminal to operate in the FD mode, only infrastructure base stations are upgraded to operate on the FD mode, while user terminals persist to operate in the HD mode.

Synergistic conjunction of multiple-input-multiple-output (MIMO) techniques with FD relaying systems delivers a new dimension of LI suppression in the spatial domain, and also can provide higher capacity in contrast to its HD relaying rival (see e.g., [7], [8], [10], [13]). Hence, when a FD relaying networks with multi-antenna terminals is present, joint optimization of precoding and decoding at the transmitter and receiver, respectively, can be utilized to diminish the LI
impact at the relay. Owing to its deployment simplicity and analytical tractability, zero-forcing (ZF) technique is employed to totally nullify the LI interference and terminate the closed-loop between the relay input and output. Several papers have investigated the spatial LI alleviation issue, for instance, in [7], [13], a new precoding and decoding vector design relies on the conventional singular value decomposition (SVD) of the LI channel is introduced to cancel the LI at the relay, [7] further considered various spatial LI elimination methods, more specifically, the antenna selection, beam selection, and null space projection techniques have been studied. In addition, a joint beamforming and combining weights layout for the maximization of the overall signal-to-interference-plus-noise ratio (SNIR) is investigated in [8], thereby a closed-form overall SINR is presented. Namely, the receive ZF precoding with maximum-ratio transmission (MRT), and the maximal-ratio combining (MRC) with transmit ZF schemes have been introduced. More recently, the authors in [6] exploited the theory of massive MIMO at the receiver and the transmitter to greatly minimize the LI effect, where the ZF/ZF and MRC/MRT schemes are used at the decode-and-forward (DF) FD relay. In [10], several transmit and receive heuristic filters which maximizes the overall signal-to-noise ratio (SNR) for the MIMO FD relaying systems are presented. The null space projection via SVD is utilized by the authors in [14] to suppress the LI interference. Note that the SVD based approach in [14] and [7] is considered under specific assumptions on the number of relay receive and transmit antennas. However, to our best knowledge, the effect of co-channel interference (CCI) on the overall performance of FD relaying with multiple-antenna terminals has not been investigated yet, i.e., the general case of multiple antenna terminals with CCI at the relay and destination, utilizing transmit (receive) ZF beamforming (combining) has not been analyzed in the literature for both HD and FD relaying modes. Note that ZF beamforming is employed particularly due to its robustness against the severe effects of CCI and fading, where this is achieved by steering the transmitted signal along the strongest eigenmodes of the source → relay (S → R) and relay → destination (R → D) null-space-projected channels.

In the context of traditional HD relaying networks, the impact of CCI due to frequency reuse on the system performance has been extensively studied in the literature (see e.g., [15]–[22]). However, FD relaying networks are more susceptible to CCI because of the higher frequency reuse in contrast to its conventional HD relaying rival. For instance, in the case of multi-cell framework where FD relay base stations and HD users, an extremely greater level of CCI is noticed from nearby cells in comparison to the HD relaying networks [11], [23]–[25]. Therefore, it is of theoretical and practical significance to analyze the deleterious impact of CCI on the performance of FD relaying networks. The authors in [24], [25] investigated the effect of CCI on the performance of FD relaying networks, namely, the outage probability of a DF FD relay with single antenna nodes has been presented. In [23], the average spectral efficiency of a stochastic geometry small cell networks, when both the base stations and user equipments operate in FD mode (i.e., terminals have dedicated antennas for transmission and reception) is presented. Note that all these previous works are restricted to single antenna terminals. More recently, the authors in [26], [27] investigated the impact of CCI on the performance of MIMO FD relaying systems, where a single antenna terminals are considered. However, the implementation of multiple antenna terminals enhance reliability and improve capacity, further, it is a powerful approach that can be used to mitigate the LI and CCI effects at the relay and destination.

Inspired by the above stated limitations, this paper provides a thorough investigation for the impact of LI and CCI at the relay and destination on the performance of amplify-and-forward FD relaying networks with multi-antenna nodes by employing hop-by-hop ZF beamforming. Furthermore, the case of hop-by-hop MRT/MRC beamforming is also presented as a benchmark.

The major contributions of the paper are outlined as:

1) The design of precoding and decoding vectors which maximizes the overall SINR is formulated by proper optimization problem. Since the optimal precoding and decoding weight vectors do not yield a mathematically tractable overall SINR formula, a sub-optimal solution based on added ZF (null space projection) constraints is proposed. The hop-by-hop ZF beamforming weight vectors are designed to suppress the CCI and LI at the FD relay, and the CCI at the destination as follows: the receive ZF combining filter at the relay is adjusted to terminate the CCI interferers at the relay, and the transmit ZF beamforming filter at the relay is intended to suppress the LI at the relay, while the receive ZF combining filter at the destination is aimed to cancel out the CCI interferers at the destination. Therefore, simple closed-form overall SINR expression is presented based on the derived closed-form transmit/receive ZF beamforming/combining vectors. Meanwhile, the hop-by-hop MRT/MRC beamforming scheme is introduced for comparison purposes.

2) A unified accurate closed-form formula for the outage probability of multi-antenna FD relaying networks with LI and CCI is presented, where hop-by-hop ZF beamforming is performed. In addition, a simple outage probability lower-bound expression
is formulated in closed-form. Besides, the asymptotic behavior of the considered system is also included, and shown to achieve a diversity order of \( \min (N_S (N_R - M_R), (N_T - 1) (N_D - M_D)) \), where \( N_S \) and \( N_D \) are the number of antennas at the source and destination, \( N_T \) and \( N_R \) are the number of FD relay transmit and receive antennas, and \( M_R \) and \( M_D \) are the number of CCI interferers at the relay and destination, respectively.

3) A unified accurate closed-form ergodic capacity formula for the MIMO FD relaying systems with LI and CCI is derived, further, a simple ergodic capacity lower-bound formula is also included.

The layout of the remaining bit of this paper is as follows. In Sec. II, the system model is introduced. In Sec. III, we study the outage probability analysis. In Sec. IV, we study the instantaneous overall SINR. In Sec. V, the ergodic capacity analysis is presented. Numerical results are provided in Sec. VI. Finally, Sec. VII concludes the paper.

**Figure 1: The MIMO FD relaying system model.**

III. THE SYSTEM MODEL

We study a MIMO FD amplify-and-forward (AF) relaying system, where a source \( S \) with \( N_S \) transmitting antennas is communicating with a destination \( D \) having \( N_D \) receiving antennas through a multi-antenna FD relay \( R \) with \( N_R \) receiving antennas and \( N_T \) transmitting antennas, where the relay is subject to loopback self-interference (LI) and \( M_R \) co-channel interferers (CCI), while the destination is subject to \( M_D \) CCI as depicted in Fig. 1. Throughout this paper, the following assumptions are considered: 1) It is assumed that the source does not have a direct link to the destination due to heavy path loss and shadowing since the main focus of our work is on network coverage extension. 2) A single MIMO full-duplex AF relay station is considered with MIMO half-duplex users (i.e., HD source and destination), where the full-duplex relay receives and re-transmits its information at the same time over the same frequency. 3) Channels are modeled as quasi-static block flat fading and remain constant over the block time \( T \), and varies independently and identically from one block to the next. The \( S \rightarrow R \) channel is represented by \( H_1 \) which is a \( N_R \times N_S \) matrix, the \( R \rightarrow D \) channel is represented by \( H_2 \) which is a \( N_D \times N_T \) matrix, the \( i^{th} \) interference channel at the FD node is denoted by \( h_i \) which is a \( N_R \times 1 \) vector, and the \( j^{th} \) interferer channel at the destination is denoted by \( g_j \) which is \( N_D \times 1 \) vector entries follow independent and identically distributed random variables \((i. i. d.)\) and distributed according to \( \mathcal{CN}(0, 1) \), while the relay \( \rightarrow \) relay \((R \rightarrow R)\) residual LI channel is represented by \( H_R \) which is a \( N_R \times N_R \) matrix, and represents the residual error by imperfect LI suppression deployed via the passive and active domain LI cancellation at the FD node, with entries follow \( i. i. d. \) random variables and distributed according to \( \mathcal{CN}(0, \sigma^2_R) \), where \( \sigma^2_R \) reflects the amount of LI suppression. Perfect channel state information (CSI) of the \( S \rightarrow R \) channel \( H_1 \) and the \( i^{th} \) interferer channel \( h_i \) with \( i = 1, \ldots, M_R \) are assumed to be available at the source and relay, while full CSI of the \( R \rightarrow D \) channel \( H_2 \), the \( R \rightarrow R \) residual LI channel \( H_R \) and the \( j^{th} \) interferer channel \( g_j \) with \( i = 1, \ldots, M_D \) are assumed to be available at the relay and destination. 4) In order to completely eliminate the CCI channel at the relay and destination, the number of relay receive antennas is assumed to be greater than the number of interferers at the relay (i.e., \( N_R > M_R \)), similarly, the number of antennas at the destination is assumed to be greater than the number of interferers at the destination (i.e., \( N_D > M_D \)). Likewise, in order to entirely suppress the LI channel at the relay, the number of relay transmit antennas is supposed to be larger than one (i.e., \( N_T > 1 \)). These are essential conditions for ensuring the feasibility of the proposed hop-by-hop ZF scheme.

III. THE INSTANTANEOUS OVERALL SINR

At time instant \( n \), the received signal at the relay after receive combining vector can be written as

\[
\begin{align*}
    z_R [n] &= w_R^\dagger y_R [n] \\
    &= w_R^\dagger \left( H_1 w_S x_S [n] + H_R w_T x_R [n] + \sum_{i=1}^{M_R} h_i x_i [n] + n_R [n] \right),
\end{align*}
\]

where \( x_S [n] \) is the transmitted signal with average power \( \mathbb{E}_S = \mathbb{E} \{ x_S [n] x_S^\dagger [n] \} \), and \( \mathbb{E} \{ \cdot \} \) denotes the expectation operator, \( (\cdot)^\dagger \) denotes the conjugate operator, \( x_R [n] \) is the relay signal with average power \( \mathbb{E}_R = \mathbb{E} \{ x_R [n] x_R^\dagger [n] \} \), \( x_i [n] \) is the \( i^{th} \) interference signal at the FD node with average power \( \mathbb{E}_I^i = \mathbb{E} \{ x_i [n] x_i^\dagger [n] \} \), \( n_R [n] \) is an \( N_R \times 1 \) vector which denotes the additive white Gaussian noise (AWGN) at the relay, distributed according to \( n_R [n] \sim \mathcal{CN}(0, \sigma^2_{R}) \), \( w_R \) is the receive combining weight vector at the relay with unit norm, \( (\cdot)^T \) denotes the transpose operator, \( w_S \) is the transmit beamforming weight vector at the source with unit norm, and \( w_T \) is the transmit beamforming weight vector at the relay with unit norm. Let \( H = [h_1, h_2, \ldots, h_{M_R}] \) be the CCI matrix at the relay with dimension \( N_R \times M_R \). Then, the term \( \sum_{i=1}^{M_R} w_R^\dagger h_i x_i [n] \) in (1) can be re-written as \( w_R^\dagger H x_i [n] \) where \( x_i [n] = [x_1 [n], x_2 [n], \ldots, x_{M_R} [n]]^T \), where \( (\cdot)^T \) denotes the transpose operator.

The relay transmit signal is given as

\[
    x_R [n] = G z_R [n - \tau],
\]

where \( \tau \) is the processing delay time needed at the relay for the FD operation, and \( G \) is the channel assisted (variable gain) relay normalizing constant, and is given by as in (3), shown at the top of next page,
Due to the recursive nature of (1) and (2), the signal transmitted by the relay is re-written as in (4), shown at the top of next page.

The combined received signal at the destination can be written as

\[ z_D[n] = w_D^T y_D[n] \]

\[ = w_D^T \left( H_2 w_{TX} R[n] + \sum_{i=1}^{M_D} g_i y_i[n] + n_D[n] \right), \]

(5)

where \( w_D \) is the receive combining weight vector at the destination with unit norm, \( y_i[n] \) is the \( i \)th interferer at the destination with average power \( \mathbb{E}^D = \mathbb{E} [y_i[n] y_i^*[n]] \) and \( n_D[n] \) is the AWGN at the destination and distributed according to \( n_D[n] \sim CN (0, \sigma^2 I_{N_D}) \).

Let \( G = [g_1, g_2, \ldots, g_{M_D}] \) be the CCI-matrix at the destination with dimension \( N_D \times M_D \). Then, the term \( \sum_{i=1}^{M_D} g_i y_i[n] \) in (5) can be re-written as \( w_D^T G y_1[n] \) where \( y_1[n] = [y_1[n], y_2[n], \ldots, y_{M_D}[n]]^T \).

Therefore, the overall SINR may be expressed as

\[ \gamma = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1}, \]

(6)

where

\[ \gamma_1 = \frac{\tau_1}{\tau_2} \left| w_D^T H_1 w_S \right|^2 + \left\| P_{I_R}^T H_1 w_R \right\|^2 + 1, \]

(7)

\[ \text{and} \]

\[ \gamma_2 = \frac{\tau_2}{\left\| P_{I_D}^T G^T w_D \right\|^2 + 1}, \]

(8)

where \( \tau_1 = \frac{\xi_S}{\sigma^2} \), \( \tau_2 = \frac{\xi_D}{\sigma^2} \), while the interference-to-noise ratio at the relay is expressed as \( \frac{\| P_{I_R}^T H_1 w_R \|^2}{\sigma^2} = \left\| P_{I_D}^T H_1 w_R \right\|^2 \), with \( \| \cdot \| \) denotes the Euclidean norm operator, and \( P_{I_R} \) is a diagonal matrix given as \( P_{I_R} = \text{diag} (\rho_1^R, \rho_2^R, \ldots, \rho_{M_R}^R) \).

Similarly, the interference-to-noise ratio at the destination may be written as \( \frac{\| P_{I_D}^T H_1 w_R \|^2}{\sigma^2} = \left\| P_{I_D}^T G^T w_D \right\|^2 \), where \( P_{I_D} \) is a diagonal matrix defined as \( P_{I_D} = \text{diag} (\rho_1^D, \rho_2^D, \ldots, \rho_{M_D}^D) \).

\[ \rho_i^R = \frac{\xi_R}{\sigma^2}. \]

\[ \rho_i^D = \frac{\xi_D}{\sigma^2}. \]

**Proof:** Please see Appendix A for the proof.

The main goal is to attain an optimal source beamforming vector, destination combining vector, and relay beamforming and combining vectors, i.e., finding \( w = \{ w_S, w_R, w_T, w_D \} \) as to maximize the overall SINR in (6). Therefore, the optimization problem may be formulated as follows

\[ w^* = \arg \max_w \gamma \quad \text{(in Eq. (6))} \]

\[ \text{s.t.} \quad \|w\| = 1, \]

(9)

where \( w^* = \{ w_S^*, w_R^*, w_T^*, w_D^* \} \). It is widely common that in the absence of interference, MRT and MRC at the transmitter and the receiver, respectively, are optimal beamforming and combining schemes as they yield the maximum overall SINR [29]–[31]. However, owing to the deleterious frequency reuse in FD relaying networks, where more detrimental effects of CCI will be experienced as the amount of CCI is predicted to double in contrast to its traditional HD relaying counterpart [1], MRC and MRT become sub-optimal as they treat the interference as additive noise. Therefore, the existence of CCI can seriously deteriorate the performance of FD relaying networks, and hence its mitigation is of practical importance.

Due to the complexity of the optimization formula in (9), the optimal receive (transmit) decoding (precoding) weight vectors at the source, MIMO FD relay, and the destination are nontrivial to obtain in closed-form. Therefore, to derive a closed-form mathematically tractable overall SINR, a sub-optimal formula is proposed by inserting a receive and transmit null space projection constraints to the optimization problem in (9). These constraints force the loopback self and co-channel interference terms at the relay and destination to zero, i.e., \( w_D^T H_1 w_T = 0, H_1^T w_R = 0, \) and \( G^T w_D = 0 \), assuming \( N_R > M_R, N_T > 1, \) and \( N_D > M_D \). To this end, because of the separability of the attained constraint problem, this problem may be decoupled into two manageable problems as follows

\[ w^* = \arg \max_{w_T, w_D} \left\| w_D^T H_2 w_T \right\|^2 \]

\[ \text{s.t.} \quad G^T w_D = 0 \quad \& \quad \|w\| = 1, \]

(11)

**Proposition 1.** The optimal solution to the constraint optimization problems in (10) and (11) are (respectively) derived as

\[ w_R^* = \frac{P H_1 u_{\max} \left( H_1^T P H_1 \right)}{\left\| P H_1 u_{\max} \left( H_1^T P H_1 \right) \right\|}, \]

(12)

and

\[ w_S^* = u_{\max} \left( H_1^T P H_1 \right), \]

(13)

\[ \text{where} \quad u_{\max} \left( H_1^T P H_1 \right) \quad \text{is} \quad \text{the} \quad \text{column} \quad \text{of} \quad \text{max} \quad \text{SVD} \quad \text{of} \quad H_1 \quad \text{and} \quad \text{H}_1^T P H_1 \]
\[
x_R[n] = Gw^+_R \left( H_1w_Sx_S[n - \tau] + H_Rw_TGz_R[n - 2\tau] + \sum_{i=1}^{M_R} h_i x_i[n - \tau] + n_R[n - \tau] \right) = \sum_{j=0}^{\infty} (w^+_R H_R w_T)^j Gw^+_R \left( H_1w_Sx_S[n - j\tau - \tau] + \sum_{i=1}^{M_R} h_i x_i[n - j\tau - \tau] + n_R[n - j\tau - \tau] \right). \quad (4)
\]

and
\[
w^+_D = \frac{BH_2Du_{\text{max}} \left( DH^1_{\gamma} BH_2D \right)}{\left\| BH_2Du_{\text{max}} \left( DH^1_{\gamma} BH_2D \right) \right\|}, \quad (14)
\]

and
\[
w^+_T = \frac{Du_{\text{max}} \left( DH^1_{\gamma} BH_2D \right)}{\left\| Du_{\text{max}} \left( DH^1_{\gamma} BH_2D \right) \right\|}, \quad (15)
\]

where \( u_{\text{max}} \left( X^\dagger X \right), X \in \{ PH_1, BH_2D \} \) is the right or left singular vector of the channel matrix \( X^\dagger X \) corresponding to the strongest eigenmode, i.e., the eigenvector corresponding to \( \lambda_{\text{max}} \left( X^\dagger X \right) \), the largest eigenvalue of the Wishart matrix \( X^\dagger X \).

Note that in the proposed ZF beamforming scheme, the optimal source and relay transmit powers are given by their maximum values, i.e., \( E_S \) and \( E_R \), respectively, as they result in the maximum overall SINR. This is due to the absence of the direct link between the source and the destination, while the impact of the relay transmit signal on its received signal is removed through null space projections, via the added ZF constraint, \( w^+_S H_R w_T = 0 \).

Therefore, the overall SINR of MIMO FD relaying with LI and CCI by utilizing hop-by-hop ZF beamforming can be derived as [32]
\[
\gamma = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1}, \quad (16)
\]

where \( \gamma_1 = \frac{\lambda_{\text{max}} \left( H^\dagger_1 PH_1 \right)}{\lambda_{\text{max}} \left( DH^1_{\gamma} BH_2D \right)} \) and \( \gamma_2 = \frac{\lambda_{\text{max}} \left( DH^1_{\gamma} BH_2D \right)}{\lambda_{\text{max}} \left( BH_2D \right)} \).

Note that the matrices \( P, B \) and \( D \) are idempotent orthogonal projection (null-space projection) matrices (i.e., all their eigenvalues are either one or zero, where the number of ones is determined by the rank of the matrix\(^3\)) which are used to eliminate the co-channel interference at the relay, destination and loopback self-interference channel at the relay, respectively. For instance, in the case of idempotent orthogonal projection matrix \( P \), we have \( \text{tr}(P) = \text{rank}(P) \) because of idempotency, where \( \text{tr}(\cdot) \) denotes the trace operation. Hence, we have
\[
\text{rank}(P) = \text{rank} \left( I_{N_R} - G \left( G^\dagger G \right)^{-1} G^\dagger \right)
\]
\[
= \text{rank} \left( I_{N_R} \right) - \text{rank} \left( G \left( G^\dagger G \right)^{-1} G^\dagger \right). \quad (17)
\]

It can be easily shown that \( \text{rank}(I_{N_R}) = N_R \) and \( \text{rank} \left( G \left( G^\dagger G \right)^{-1} G^\dagger \right) = \text{rank}(G) = M_R \). Hence, \( \text{rank}(P) = N_R - M_R \). Similarly, it can be shown that \( \text{rank}(B) = N_D - M_D \), and \( \text{rank}(D) = N_T - 1 \).

Therefore, it is easily shown that \( \left\| PH_1 \right\|_2^2 \) and \( \left\| BH_2D \right\|_2^2 \) are the largest eigenvalue of the Wishart matrices \( PH_1 \) and \( BH_2D \) with dimensions \( (N_R - M_R) \times N_S \) and \( (N_D - M_D) \times (N_T - 1) \), respectively [8], [15]. Hence, the cumulative distribution function (CDF) and probability density function (PDF) of \( \gamma_1 \) and \( \gamma_2 \), respectively, are given as [30]
\[
F_{\gamma_1}(x) = 1 - \sum_{i=1}^{s_1} \sum_{j=1}^{(t_1+s_1-2)i} \frac{k! d_1(i,j) x^k e^{-\frac{x}{t_1}}}{(t_1)^k}, \quad (18)
\]

and
\[
F_{\gamma_2}(y) = \sum_{i=1}^{s_2} \frac{\sum_{j=t_2-s_2}^{(t_2+s_2-2)i} l_{m+1} \sum_{m=t_2-s_2}^{m+1} \frac{m! d_2(l,m) y^m e^{-\frac{y}{t_2}}}{(t_2)^m}}{t_2^{m+1}}, \quad (19)
\]

where \( s_1 = \min(N_S, N_R - M_R), \quad t_1 = \max(N_S, N_R - M_R), \quad s_2 = \min(N_T - 1, N_D - M_D), \quad t_2 = \max(N_T - 1, N_D - M_D), \) and the coefficients \( d_1(a, b), c = 1, 2 \) are given in [30] for some system configurations, and they can be efficiently evaluated for any arbitrary configurations by using [31, Algorithm 1].

\[\text{A. MRT/MRC Scheme}\]

In dual-hop relaying systems, hop-by-hop MRT beamforming is utilized to steer the transmitted signal along the strongest eigenmode of each hop’s channel (see e.g., [34], [35]). Hence, in the presence of perfect CSI of \( H_1 \) and \( H_2 \), and in the absence of full CSI of \( H_R, H, \) and \( G \), the first hop MRT beamformers \( w_S \) and \( w_R \) are set to match \( v_{\text{max}} \left( H^\dagger_1 H_1 \right) \) and \( u_{\text{max}} \left( H_1 H^\dagger_1 \right) \), the left or right singular vector of the channel matrix \( H^\dagger_1 H_1 \) and \( H_1 H^\dagger_1 \) (respectively) corresponding to the strongest eigenmode of the Wishart matrix \( H^\dagger_1 H_1 \) [35, Eq. (7)]. Similarly, the second hop MRT beamformers \( w_T \) and \( w_D \) are set to match \( v_{\text{max}} \left( H^\dagger_2 H_2 \right) \) and \( u_{\text{max}} \left( H_2 H^\dagger_2 \right) \), the left or right singular vector of the channel matrix \( H^\dagger_2 H_2 \) and \( H_2 H^\dagger_2 \) (respectively) corresponding to the strongest eigenmode of the Wishart matrix \( H^\dagger_2 H_2 \).
Note that MRT beamforming requires full CSI for $H_1, H_2$ only, while ZF beamforming requires full CSI for $H_1, H_2, H_R, H,$ and $G$. Meanwhile, in the absence of $H_R, H,$ and $G,$ ZF beamforming reduces to MRT beamforming.

Therefore, from (6)-(8), the overall SINR for MRT beamforming reduces to

$$\gamma_{\text{MRT}} = \frac{\gamma^2_{\text{MRT}}}{\frac{\gamma^2_{\text{MRT}}}{\gamma^2_{\text{MRT}}} + 2}. \quad (20)$$

where $\gamma_{\text{MRT}}$ is given as in (21), shown at the top of next page, and

$$\gamma_{\text{MRT}} = \frac{\gamma^2_{\text{MRT}}}{\frac{\gamma^2_{\text{MRT}}}{\gamma^2_{\text{MRT}}} + 2}, \quad (22)$$

where $\|H_i\|^2 = \lambda_{\max} \left( H_i^H H_i \right)$, the largest eigenvalue of the Wishart matrix $H_i^H H_i, i \in \{1, 2\}.$

Due to the analytical complexity of evaluating the performance of (20), only simulation results are included in this paper for comparison purposes.

IV. Outage Probability Analysis

In this section, the information outage probability of MIMO FD relaying systems with hop-by-hop ZF beamforming is investigated. An exact expression for the outage probability is derived in closed-form. The outage probability is defined as the probability that the instantaneous mutual information, $I = \log_2 (1 + \gamma)$, drops under a target rate of $R_0$ bits per channel use$^6$

$$P_{\text{out}} (R_0) = \Pr (\log_2 (1 + \gamma) < R_0)$$

$$= F_\gamma (\gamma_T), \quad (23)$$

where $\gamma_T = 2^{R_0} - 1,$ and $F_\gamma (\cdot)$ denotes the CDF of the overall SINR.

A. Accurate Outage Probability

The CDF of the overall SINR can be defined as [34, Appendix I]

$$F_\gamma (\gamma_T) = \Pr \left( \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1} < \gamma_T \right)$$

$$= 1 - \int_{0}^{\gamma_T} F_{\gamma_1} \left( \frac{\gamma_T (\gamma_T + w + 1)}{w} \right) f_{\gamma_2} (\gamma_T + w) \, dw, \quad (24)$$

where $F_{\gamma_1} (\cdot)$ is the complementary CDF of $\gamma_1.$

Proposition 2. An exact closed-form outage probability expression for MIMO FD relaying systems with loopback self-interference, $M_R$ and $M_D$ co-channel interferers at the relay and destination, with hop-by-hop ZF beamforming, can be expressed as in (25), shown at the top of next page, where $K_\nu (z)$ is the modified bessel function of the second kind of order $\nu$.

Proof: Please see Appendix C for the proof.

$^6$Note that in contrast to (23), the SINR outage probability can be defined as the probability that the instantaneous overall $\gamma$ falls below a threshold $\gamma_T$: $\Pr (\gamma < \gamma_T) = F_\gamma (\gamma_T).$ Note that according to (23), $\gamma_T$ in the case of half-duplex relaying is given as $\gamma_T = 2^{R_0} - 1.$

B. Outage Probability Lower-Bound

Even though proposition 2 yields an effective ways for evaluating accurate outage probability, this expression is fairly involved since no simple insights into the performance of the system can be attained. The overall SINR in (16) could be easily upper-bounded by$^7$

$$\gamma \leq \gamma_{\text{up}} = \min (\gamma_1, \gamma_2). \quad (26)$$

Hence, the outage probability lower-bound formula for multi-antenna FD relaying networks with hop-by-hop ZF beamforming can be expressed as

$$F_{\gamma_{\text{up}}} (\gamma_T) = 1 - \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{s_2} d_1 (i, j) \frac{\Gamma (j + 1, \frac{i \gamma_T}{\gamma_{\text{up}}})}{j!}$$

$$\times \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{s_2} d_2 (l, m) \frac{\Gamma (m + 1, \frac{\gamma_T}{\gamma_{\text{up}}})}{m!}. \quad (27)$$

Proof: Please see Appendix D for the proof.

In the following, the outage probability lower-bound formula in (27) is utilized to attain an asymptotic approximations for the outage probability of multi-antenna FD relaying networks with hop-by-hop ZF beamforming.

1) Asymptotic Approximations: To certify and specify the attainable diversity order of the multi-antenna FD relaying networks with with LI, $M_R$ and $M_D$ co-channel interferers at the relay and destination, employing hop-by-hop ZF beamforming, (27) is employed in the asymptotically high SNR reign by letting $\gamma_{\text{up}} = \kappa \gamma_1,$ where $\kappa$ denotes a finite fixed integer and $\gamma_1 \to \infty.$ Therefore, the asymptotic approximations for the outage probability can be expressed as in (28), shown at the top of next page.

Proof: Please see Appendix E for the proof.

It is straight forward to show from (28) that the achievable diversity order of the MIMO FD relaying system with LI, $M_R$ and $M_D$ co-channel interferers at the relay and destination, utilizing hop-by-hop ZF beamforming scheme is min $(N_S (N_R - M_R), (N_T - 1) (N_D - M_D)).$

V. Ergodic Capacity Analysis

In this section, we present a rigorous investigation on the ergodic capacity of MIMO FD relaying systems with LI, $M_R$ and $M_D$ co-channel interferers at the relay and destination, utilizing hop-by-hop ZF beamforming. The ergodic capacity is defined as the expected value of the instantaneous mutual information between the source and destination, and is given by

$$C = \frac{1}{\ln 2} \mathbb{E} \left[ \ln (1 + \gamma) \right]$$

$$= \frac{1}{\ln 2} \left[ \ln \left( 1 + \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1} \right) \right]. \quad (29)$$

$^7$To simplify the analytical complexity and attain preferable insights into the system performance, we utilize the well-known fact in the conventional half-duplex relaying literature that the overall SNR $\gamma = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2}$ could be firmly upper-bounded as $\frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2}$ (see e.g., [36, Eq. (6)]). Note that the upper-bound $\frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2}$ may further be upper-bounded by $\min (\gamma_1, \gamma_2)$ (see e.g., [19, Eq. (8)])


\[
\gamma_{\text{MRT}} = \left( \frac{\mathbb{E}_T \left\lVert H_1 H_1^T \right\rVert_2^2}{\mathbb{E}_2 \left\lVert \mathbf{H}_1^T \right\rVert_2^2} \right)^{1/4} + 1.
\]

To lower the analytical evaluation difficulties, the following lemma is utilized to modify (29) into a better and suitable form that enables the evaluation of the needed average via familiar formulas of moment generating functions (MGFs).

**Lemma 3.** For any two random variables \( X \geq 0 \) and \( Y \geq 0 \), where \( X \) and \( Y \) are independent, we have [26, Lemma 3]

\[
E \left[ \ln \left( 1 + \frac{XY}{X+Y+1} \right) \right] = \int_0^\infty \frac{1}{z} (1 - \mathcal{M}_X(z)) (1 - \mathcal{M}_Y(z)) e^{-z} dz,
\]

where \( \mathcal{M}_X(z) = E(e^{-zX}) \) is the MGF of \( X \), and \( \mathcal{M}_Y(z) = E(e^{-zY}) \) is the MGF of \( Y \).

Let \( X = \gamma_1 = \mathbb{E}\left\lVert \mathbf{PH}_1 \right\rVert_2^2 \), \( Y = \gamma_2 = \mathbb{E}\left\lVert \mathbf{BH}_2 \right\rVert_2^2 \). Therefore, the MGFs of \( \gamma_k \) is given as [34, Eq. (20)]

\[
\mathcal{M}_{\gamma_k}(z) = \sum_{i=1}^{s_k} \sum_{j=t_i-s_k}^{t_i+s_k-2i} \frac{d_k(i,j)}{(2s_i + 1)^{\eta + 1}},
\]

where \( k \in \{1, 2\} \).

**Proposition 4.** An exact closed-form ergodic capacity expression for MIMO FD relaying systems with LI, \( M_R \) and \( M_D \) co-channel interferers at the relay and destination, utilizing hop-by-hop ZF beamforming, can be derived as in (32), shown at the top of next page, where \( G^*: \cdot, \cdot \) is the Meijer's G-function [37, Eq. (9,301)], \( G_1^{1,1;1,1} (\cdot,\cdot) \) is the extended generalized bivariate Meijer's G-function [38].

**Proof:** Please see Appendix F for the proof.

**B. Ergodic Capacity Lower-Bound**

To get a simple lower-bound formula for the ergodic capacity (29), let us re-write (29) in an easier alternative form as follows

\[
C = \mathbb{E} \left[ \log_2 \left( \frac{1 + \gamma_1}{\gamma_1 + \gamma_2 + 1} \right) \right] = C_{\gamma_1} + C_{\gamma_2} - C_{\gamma_T},
\]

where \( C_{\gamma_i} = \mathbb{E}[\log_2 (1 + \gamma_i)] \), for \( i \in \{1, 2\} \), and \( C_{\gamma_T} = \mathbb{E}[\log_2 (1 + \gamma_1 + \gamma_2)] \). Here, an easier lower-bound formula for \( C_{\gamma_T} \) is presented by utilizing Jensen’s inequality to \( C_{\gamma_T} \) as follows

\[
C_{\gamma_T} \leq \log_2 \left( 1 + \left( \mathbb{E}(\gamma_1) + \mathbb{E}(\gamma_2) \right) \right).
\]

Hence, a simple ergodic capacity lower-bound formula for (29) is derived as in (35), shown at the top of next page, where \( \mathbb{E}_a(\cdot) \) denotes the exponential integral function [39, Eq. (5.1.4)].

**Proof:** Please see Appendix G for the proof.

**VI. Numerical Results**

In this section, we validate the presented theoretical results with Monte Carlo simulations. In addition, the impact of key system parameters on the outage probability and ergodic capacity performance is investigated. Without loss of generality, a symmetric settings of per-hop SNR is assumed, i.e., \( \overline{\gamma}_1 = \overline{\gamma}_2 \). In addition, the source transmission rate is set to \( R_0 = 2 \) bits/sec/Hz. Hence, the pre-defined SNR threshold is given as \( \overline{\gamma}_T = 2^{R_0} - 1 = 3 \). Besides, specific values for \( N_S, N_R, M_R, N_T, N_D, \) and \( M_D \) for each antenna configurations are labeled as \( (N_S, N_R, M_R, N_T, N_D, M_D) \) in the figures. For comparison purposes, results for the case of MIMO HD relaying with CCI at the relay and destination

\[8\text{Note that for the HD mode, the SNR threshold is written as } \gamma_T = 2^{2R_0} - 1 = 15.\]
\[
C = \frac{\gamma_1 \gamma_2}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{j} \sum_{k=0}^{j} \frac{d_1(i, j)}{i! (k + 1)} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{m} \frac{d_2(l, m)}{l! (n + 1)} \Gamma(l + 2) \left( \frac{2}{k}; -n \right), \tag{32}
\]

\[
C \geq \frac{1}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{j} \sum_{k=0}^{j} d_1(i, j) e^{\frac{\gamma_1}{\gamma_2} E_1+k} \left( \frac{i}{\gamma_1} \right) + \frac{1}{\ln 2} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{m} \sum_{n=0}^{\infty} d_2(l, m) e^{\frac{\gamma_1}{\gamma_2} E_1+n} \left( \frac{l}{\gamma_2} \right)
- \log_2 \left( 1 + \frac{1}{\gamma_1} \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{j} \frac{d_1(i, j)}{j!} \frac{1}{i!} \Gamma(j + 2) + \frac{1}{\gamma_2} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{m} \frac{d_2(l, m)}{m!} \frac{1}{l!} \Gamma(m + 2) \right), \tag{35}
\]

Figure 2: Multi-antenna FD relaying outage probability against the first-hop SNR ($\gamma_1$) where $\gamma_1 = \gamma_2$, with $R_0 = 2$ bits/sec/Hz, and for different settings ($N_S, N_R, M_R, N_T, N_D, M_D$).

Figure 3: Multi-antenna FD relaying ergodic capacity against the first-hop SNR ($\gamma_1$) where $\gamma_1 = \gamma_2$, for different settings ($N_S, N_R, M_R, N_T, N_D, M_D$).

and hop-by-hop ZF beamforming are included with the constraint that the total number of antennas at the HD relay is $N = N_R + N_T$. In addition, the number of interferers at the FD relay is chosen to be $M_R$, which is doubled compared to its HD counterpart. Therefore, each antenna configuration in the case of MIMO HD relaying is denoted in the figures as HD ($N_S, N_R + N_T, M_R, N_D, M_D$). This refers to the so-called number of antenna preserved condition at the relay.

In Fig. 2, the outage probability of MIMO FD relaying against the first-hop SNR is presented, where Monte Carlo simulations of (23) is used to validate the new exact closed-form, lower-bound, and asymptotic mathematical formulas in (25), (27), and (28) respectively. It can be observed that the simulation and proposed exact analytical expression in (25) provide a perfect match which corroborates the accuracy of the proposed closed-form analytical expression. Furthermore, the tightness of the proposed lower-bound and asymptotic analytical expressions in (27) and (28) are also verified, where they become identical at high SNRs. It is clearly seen that increasing the number of antennas and/or the average per-hop SNR significantly improves the outage probability of the system. However, the negative impact of the number of co-channel interferers on the system performance is also verified. The outage probability of multi-antenna FD relaying networks in Fig. 2 outperforms its multi-antenna HD relaying counterparts at low SNRs. However, at high SNRs, the outage probability of multi-antenna HD relaying networks is superior. The implementations reveal an exciting insight that is useful in managing the design of multi-antenna FD relaying networks. The attainable diversity orders in Fig. 2, defined as $\min(N_S(N_R - M_R), (N_T - 1)(N_D - M_D))$, are one, one, two, and four. It is observed that the diversity order is much significant on the outage probability enhancement in contrast to the effect of array gain. For example, the frameworks $(1, 2, 1, 2, 2, 1)$ and $(2, 4, 3, 2, 4, 3)$ have similar diversity orders (one). However, the last has a little performance improvement resulting from higher array gain. On the other hand, the settings $(1, 2, 1, 2, 2, 1)$ and $(2, 3, 1, 3, 3, 1)$ enjoy diversity orders of one and four, respectively. Thereby, the last
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and amount of CCI interferers. We indicate the so named capacity performance of multi-antenna FD relaying networks. Our analysis reveals a significant ergodic capacity improvement as a result of higher diversity order and/or diversity order. For instance, the frameworks (2, 3, 2, 3, 2, 1) and (2, 5, 4, 2, 4, 2) enjoy similar outage performance. Hence, for outstanding network performance, the network engineer needs to carefully choose \( N_S, N_R, N_T, \) and \( N_D \) in order to attain the best feasible diversity order, more specifically, selecting \( N_S, N_R, N_T, \) and \( N_D \) so that \( N_S (N_R - M_R) \approx (N_T - 1) (N_D - M_D) \). It is worth noticing that in the case of fixed infrastructure FD base station relay, \( N_R \) and \( N_T \) could be higher than that of \( N_S \) and \( N_D \) due to space constraints at the mobile users.

Fig. 3 shows the ergodic capacity of MIMO FD relaying against the first-hop SNR. simulations results of (29) is exploited to affirm the accurate closed-form and lower-bound mathematical formulas in (32) and (35), respectively. It is seen that the Monte Carlo simulations and presented mathematical formulas in (32) attain an accurate coincidence which corroborates the precision of the presented accurate closed-form mathematical formula. Furthermore, the closeness of the considered lower-bound mathematical formula in (35) is confirmed, where it gets closer at high array gain and/or diversity order. Our analysis reveals a significant ergodic capacity improvement as a result of higher diversity order and/or high average per-hop SNR. Meanwhile, less enhancement is noticed as a consequence of higher array gain. The harmful impact of the amount of CCI interference on the ergodic capacity performance of multi-antenna FD relaying networks is obviously noted.

Fig. 4 shows the outage probabilities of multi-antenna FD and HD relaying networks for several antenna configurations and amount of CCI interferers. We indicate the so named RF chain maintained status, hence, the HD relaying mode antennas is defined as \( N = N_R + N_T \). In addition, as denoted in [1], the amount of CCI in FD mode networks is doubled in contrast to its HD mode rival. It is easily observed that the multi-antenna FD relaying networks outperforms its HD relaying counterpart in terms of outage probability at low SNRs. However, at high SNRs, the outage probability of multi-antenna HD relaying networks is superior. The harmful impact of the amount of CCI interference on the outage performance of multi-antenna FD relaying modes is easily noticed.

In Fig. 5, an ergodic capacity comparison for multi-antenna FD and HD relaying networks is presented. When the diversity order is low, it is seen that the ergodic capacity of multi-antenna FD relaying mode outperforms its HD relaying mode counterpart at high SNRs. However, at low SNRs, the performance of multi-antenna HD relaying is superior. The harmful impact of the amount of CCI interference on the performance of multi-antenna FD relaying networks is easily observed. On the other hand, when the diversity order is high, i.e., \( \min (N_S (N_R - M_R), (N_T - 1) (N_D - M_D)) \) is high, the performance of multi-antenna FD relaying mode outperforms its HD relaying mode rival at every SNR regime. Fig. 6 shows comparisons between the ergodic capacity of ZF and MRT beamforming schemes under different levels of loopback self interference variances \( \sigma^2_{R} \) and co-channel interference-to-noise ratio \( \rho_1 \). It is clearly seen that at very low \( \sigma^2_{R} \) and \( \rho_1 \), the ergodic capacity of MRT beamforming outperforms that of the ZF beamforming at low SNRs, while at high SNRs, the opposite is true. Meanwhile, once \( \sigma^2_{R} \) and/or \( \rho_1 \) starts to increase, the ergodic capacity of ZF beamforming surpasses that of the MRT beamforming. In addition, a ceiling effect is observed in the case of MRT beamforming at high SNRs regardless of the strength of \( \sigma^2_{R} \) and \( \rho_1 \). Moreover, \( \sigma^2_{R} \) has a stronger impact on the performance as its effect is linearly proportional to the relay transmit power, resulting in a
ceiling with worse performance. Therefore, in the presence of moderate to high $\sigma_R^2$ and/or $\rho_1$, the performance of ZF beamforming always performs better than MRT beamforming. Note that ZF beamforming is the same regardless of the interference levels $\sigma_R^2$ and $\rho_1$ as it uses null space projections to transmit and receive in orthogonal spaces to the interferers through the proposed orthogonally projected channels. Meanwhile, for comparison purposes, an ergodic capacity upper-bound from the literature has been included in Fig. 6, where the impact of CCI has been ignored\(^9\). Therefore, the literature settings in this case is simply $(3, 3, 0, 3, 3, 0)$.

Fig. 7 compares between the outage probabilities of ZF and MRT beamforming schemes under different levels of $\sigma_R^2$ and $\rho_1$. Similarly, at very low $\sigma_R^2$ and $\rho_1$, it is shown that the outage performance of MRT beamforming outperforms that of the ZF beamforming at low SNRs, while at high SNRs, the opposite is true. Meanwhile, once $\sigma_R^2$ and/or $\rho_1$ starts to increase, the outage performance of ZF beamforming exceeds that of the MRT beamforming. In addition, the outage performance of MRT beamforming reaches an error floor at high SNRs regardless of the strength of $\sigma_R^2$ and $\rho_1$. Furthermore, $\sigma_R^2$ has a more adverse impact on the outage performance compared to the effect of $\rho_1$ as it controls the error floors at high SNRs resulting in a worse outage performance. On the other hand, the outage performance of ZF beamforming is the same regardless of the interference levels $\sigma_R^2$ and $\rho_1$, and improves without bound with SNR. Note also here that an outage probability lower-bound from the literature has been introduced in Fig. 7.

\(^9\)To our best knowledge, the effect of CCI at the relay and destination on the performance of MIMO full duplex relaying has not been investigated yet. However, the performance of MIMO full duplex relaying in the absence of CCI at the relay and destination has been analyzed in [8].

VII. CONCLUSIONS

In this paper, the performance of full-duplex relaying systems with multiple antenna terminals, LI and CCI has been investigated, where hop-by-hop transmit/receive ZF beamforming/combining based on null space projection was proposed so as to maximize the overall SINR and suppress the LI and CCI at the relay and destination. Exact analytical formulas for the outage probability and ergodic capacity were attained in closed-form. In addition, simpler outage probability and ergodic capacity lower-bound expressions were also introduced, through which the asymptotic outage expression was presented to explicitly reveal insights such as the achievable diversity order and array gain. These expressions yield an efficient ways for the assessment of the outage probability and ergodic capacity of the considered MIMO FD relaying systems with LI and CCI. Therefore, the influence of key system parameters such as the number of antennas at each terminal, loopback self-interference at the relay, the number of CCI interferers at the relay and destination, and the source and relay average transmit power on the system performance were investigated. Our analysis reveals that although the number of co-channel interferers is doubled in full-duplex relaying systems compared to the conventional half-duplex relaying systems, full-duplex relaying can significantly improve the system performance. The proposed theoretical framework provides useful guidelines for practical implementation of MIMO relaying systems.

APPENDIX A

PROOF OF EQUATION (6)

Due to the independence between the transmitted signal $x_S[n]$, the $i^{th}$ interference signal $x_i[n]$, and the AWGN noise
from (4), the relay transmit power is expressed as \( P_{R}^{t} \), which is

\[
\mathbb{E} \left[ |x_{R} [n]|^2 \right] = \mathbb{E} \left( \left| \sum_{j=0}^{\infty} \left( w_{R} H_{j} w_{D} \right) \right|^2 \right) \times
\]

\[
\left( \mathbb{E} \left( w_{R} H_{1} w_{S} \right)^2 \right) \times 
\]

\[
\left( \sum_{i=1}^{M_{R}} \mathbb{E} \left( w_{R} H_{i} w_{S} \right)^2 + \sigma^2 \right) \times 
\]

\[
1 - \left| w_{R} H_{R} w_{T} \right|^2 \mathcal{G}^2
\]

(36)

where the well known geometric series \( \sum_{j=0}^{\infty} a x^j = \frac{a}{1-x} \), for \( |x| < 1 \) is utilized in order to solve the summation \( \sum_{j=0}^{\infty} \left( \left| w_{R} H_{R} w_{T} \right|^2 \mathcal{G}^2 \right)^j \).

Note that from (3), it can be proved that \( \left| w_{R} H_{R} w_{T} \right|^2 \mathcal{G}^2 < 1 \).

Due to independence between \( x_{R} [n], y_{R} [n], \) and \( n_{D} [n], \) (5), the received power at the destination is written as

\[
\mathbb{E} \left[ |x_{D} [n]|^2 \right] = \mathbb{E} \left( \left| \sum_{j=0}^{\infty} \left( w_{R} H_{j} w_{D} \right) \right|^2 \right) + I_{D}
\]

\[
\left( \mathbb{E} \left( w_{R} H_{1} w_{S} \right)^2 \right) \times 
\]

\[
\left( \sum_{i=1}^{M_{R}} \mathbb{E} \left( w_{R} H_{i} w_{S} \right)^2 + \sigma^2 \right) \times 
\]

\[
1 - \left| w_{R} H_{R} w_{T} \right|^2 \mathcal{G}^2
\]

(37)

where \( I_{R} = \sum_{i=1}^{M_{R}} \left| w_{R} H_{i} \right|^2 \mathcal{E}_{i}^{R} + \sigma^2 \) and \( I_{D} = \sum_{i=1}^{M_{D}} \left| w_{D} g_{i} \right|^2 \mathcal{E}_{i}^{D} + \sigma^2 \).

Upon reforming (37) into a sum of desired signal power, loopback self interference power, co-channel interference powers, and noise powers, we arrive at

\[
\mathbb{E} \left( \left| x_{D} [n] \right|^2 \right) = \mathbb{E} \left( \left| \sum_{j=0}^{\infty} \left( w_{R} H_{j} w_{D} \right) \right|^2 \right) + I_{D}
\]

\[
\left( \mathbb{E} \left( w_{R} H_{1} w_{S} \right)^2 \right) \times 
\]

\[
\left( \sum_{i=1}^{M_{R}} \mathbb{E} \left( w_{R} H_{i} w_{S} \right)^2 + \sigma^2 \right) \times 
\]

\[
1 - \left| w_{R} H_{R} w_{T} \right|^2 \mathcal{G}^2
\]

(38)

Therefore, from (38), the instantaneous overall SNIR may be expressed as in (39), shown at the top of next page, which upon substituting the relay gain from (3) into (39), reduces to (40), shown at the top of next page.

Hence, once dividing the numerator and denominator by \( I_{D} \), \( \mathbb{E} \left( \mathcal{E}_{i}^{R} \right) \left| w_{R} H_{R} w_{T} \right|^2 + I_{R} \) and substituting back \( I_{R} = \sum_{i=1}^{M_{R}} \left| w_{R} H_{i} \right|^2 \mathcal{E}_{i}^{R} + \sigma^2 \) and \( I_{D} = \sum_{i=1}^{M_{D}} \left| w_{D} g_{i} \right|^2 \mathcal{E}_{i}^{D} + \sigma^2 \), we arrive at (6), that concludes the proof.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

In order to find an explicit expression for the optimal solution to the optimization problem in (10), the required solution according to the MRC principle may be expressed in the following form \( w_{R} = \frac{p_{R} H_{j} w_{S}}{\|p_{R} H_{j} w_{S}\|^{2}} \), here, the two constraints are incorporated in this preferable formula, namely, 1) the projection matrix \( P \) which assures that \( w_{R} \perp H \) (owing to the fact that \( H^{H} w_{R} = 0 \), where, \( P = I_{N} - \frac{H^{H} H}{\|H^{H} H\|^{2}} H^{H} \)), 2) the division by \( \|p_{R} H_{j} w_{S}\| \) assures that the norm of \( w_{R} \) equals one, \( \|w_{R}\| = 1 \). Therefore, (10) can be re-written as

\[
w_{S}^{\ast} = \underset{w_{S}}{\arg \max} \|P_{H_{j}} w_{S}\|^{2}
\]

subject to \( \|w_{S}\| = 1 \).

This is a well known problem (known as the squared spectral norm) and its optimal solution is \( w_{S}^{\ast} = u_{\max} \left( H^{H} P_{H_{j}} H \right) \), the eigenvector corresponds to the largest eigenvalue of the matrix \( H^{H} P_{H_{j}} H \), termed as \( \lambda_{\max} \left( H^{H} P_{H_{j}} H \right) \), where \( \|P_{H_{j}} w_{S}\| \) = \( \lambda_{\max} \left( H^{H} P_{H_{j}} H \right) = \|P_{H_{j}} H_{j}\|^{2} \).

Similarly for (11), let \( w_{D} = \frac{B H_{j} H_{D}}{\|B H_{j} H_{D}\|^{2}} \), hence

\[
w_{T}^{\ast} = \underset{w_{T}}{\arg \max} \|B H_{j} H_{D} w_{T}\|^{2}
\]

subject to \( \|w_{T}\| = 1 \).

where \( B = I_{N} - G \left( G^{H} G \right)^{-1} G^{H} \). The needed result could be formulated in the upcoming layout \( w_{T} = D z \), hence, (42) can be reformed as

\[
z^{\ast} = \underset{z}{\arg \max} \|B H_{j} H_{D} D z\|^{2}
\]

subject to \( \|D z\| = 1 \).

where \( D = I_{N} - \frac{H^{H} H_{j} H_{D} H_{j} H_{D}}{\|H^{H} H_{j} H_{D} H_{j} H_{D}\|} \). Similar to (41), the optimal solution for (43) is 

\[
z^{\ast} = \frac{\max \left( D H_{j} H_{D} D \right)}{\|D H_{j} H_{D} D\|}
\]

**APPENDIX C**

**PROOF OF PROPOSITION 2**

Substituting (18) and (19) into (24) yields (44), shown at the top of next page.

Applying the binomial expansion \((A + B)^{N} = \sum_{n=0}^{N} \left( \begin{array}{c} N \\ n \end{array} \right) A^{N-n} B^{n}\), equation (44) reduces to (45), shown at the top of next page.

The integral \( I_{i} \) is attained by using [37, Eq. (3.471.8)], which upon substituting \( I_{i} \) into (45), results in (25), this finishes the proof.

\[11\text{Alternatively, one could choose } w_{T} = \frac{D z}{\|D z\|}, \text{ in this case, } \|B H_{j} D z\|^{2} \leq \|B H_{j} D\|^{2} \|D z\|^{2}, \text{ similar results could be derived.}\]
\[
\gamma = \frac{\mathcal{E}_S |w_R^\dagger H_1 w_S|^2 |w_D^\dagger H_2 w_T|^2}{|w_D^\dagger H_2 w_T|^2 \left( I_R + \frac{\mathcal{E}_S |w_R^\dagger H_1 w_S|^2 + I_R}{|w_R^\dagger H_R w_T|^2} \right) + I_D}.
\]

(39)

\[
\gamma = \frac{\mathcal{E}_S |w_R^\dagger H_1 w_S|^2 I_D + \mathcal{E}_R |w_D^\dagger H_2 w_T|^2 \left( I_R + \mathcal{E}_R |w_R^\dagger H_R w_T|^2 \right) + I_D \left( \mathcal{E}_R |w_R^\dagger H_R w_T|^2 + I_R \right)}. 
\]

(40)

\[
F_\gamma (\gamma_T) = 1 - \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{(t_1+s_1-2i)j} \sum_{k=0}^{j} \frac{i^k d_1 (i, j)}{k! \gamma_T^k} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2l)m} \frac{d_2 (l, m)}{m! \gamma_T^m} e^{-\frac{i \gamma_T \gamma_T}{\gamma_T^k}} \left( \gamma_T + 1 \right)^k \left( \gamma_T + 1 \right)^p \sum_{n=0}^{m} \left( \frac{m}{n} \right) \gamma_T^{m-n} \int_0^\infty w^{-p} e^{-\frac{i \gamma_T (\gamma_T + 1)}{\gamma_T^k}} \left( \gamma_T + 1 \right)^{\frac{m}{n}} \frac{d w}{n!}.
\]

(44)

\[
F_\gamma (\gamma_T) = 1 - \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{(t_1+s_1-2i)j} \sum_{k=0}^{j} \frac{i^k d_1 (i, j)}{k! \gamma_T^k} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2l)m} \frac{d_2 (l, m)}{m! \gamma_T^m} e^{-\frac{i \gamma_T \gamma_T}{\gamma_T^k}} \left( \gamma_T + 1 \right)^k \left( \gamma_T + 1 \right)^p \sum_{n=0}^{m} \left( \frac{m}{n} \right) \gamma_T^{m-n} \int_0^\infty w^{-p} e^{-\frac{i \gamma_T (\gamma_T + 1)}{\gamma_T^k}} \left( \gamma_T + 1 \right)^{\frac{m}{n}} \frac{d w}{n!}.
\]

(45)

\textbf{APPENDIX D}

\textbf{PROOF OF EQUATION (27)}

Given the overall SINR bound (26), then

\[
F_{\gamma_T} (\gamma_T) = \text{Pr} (\gamma_1, \gamma_2) < \gamma_T
\]

\[
= 1 - (1 - F_{\gamma_1} (\gamma_T)) (1 - F_{\gamma_2} (\gamma_T))
\]

\[
= 1 - \sum_{i=1}^{s_1} \sum_{j=t_1-s_1}^{(t_1+s_1-2i)j} d_1 (i, j) e^{-\frac{i \gamma_T}{\gamma_T^k}} \sum_{k=0}^{j} \frac{(i \gamma_T)^k}{k!}
\]

\[
\times \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2l)m} d_2 (l, m) e^{-\frac{i \gamma_T}{\gamma_T^m}} \sum_{n=0}^{m} \frac{(i \gamma_T)^n}{n!}.
\]

(46)

Upon substituting the CDF of \(\gamma_1\) and \(\gamma_2\) and utilizing [37, Eq. (8.352.4)], (46) simplifies to (27), that finishes the proof.

\textbf{APPENDIX E}

\textbf{PROOF OF EQUATION (28)}

The asymptotic approximations could be attained by tackling the approximate expansion of the incomplete gamma function [37, Eq. (8.354.1)], Hence, upon using the asymptotic results of the CDF of the \(S \rightarrow R\) and \(R \rightarrow D\) links [41, Eq. (27)], equation (46) reduces to

\[
F^\infty_{\gamma_T} (\gamma_T) = 1 - \left( 1 - \frac{\prod_{i=0}^{s_1-1} \Gamma_i (t_1 + l)}{\prod_{i=0}^{t_1-s_1-1} \Gamma_i (t_2 + l)} \right) \left( \frac{\gamma_T}{\gamma_T^k} \right)^{N_s (N_R - M_R)} \left( \frac{\gamma_T}{\gamma_T^m} \right)^{N_d (N_D - M_D)}
\]

(47)

To this end, simplifying (47) yields (28), that finishes the proof.

\textbf{APPENDIX F}

\textbf{PROOF OF PROPOSITION 4}

To get a closed-form formula to (29), it is more appropriate to utilize another formula for the MGF term obtained in (31). Therefore, given the CDF of \(\gamma_i\) in (18), an appropriate formula for the MGF in (31) could be given as [26, Eq. (45)]

\[
M_{\gamma_i} (z) = z \int_0^\infty e^{-z \gamma_i} F_{\gamma_i} (\gamma) d \gamma.
\]

(48)
Hence,
\[ M_{\gamma_1} (z) = 1 - \frac{1}{\pi i} \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{i} \left( \frac{z}{(\pi z + 1)^{k+1}} \right) \]
and
\[ M_{\gamma_2} (z) = 1 - \frac{1}{\pi i} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \sum_{n=0}^{m} \frac{d_2(l,m)}{l} \left( \frac{z}{(\pi z + 1)^{n+1}} \right) \]

From (29)-(30), the ergodic capacity can be defined as
\[ C = \frac{1}{\ln 2} \left[ \ln \left( 1 + \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1} \right) \right] = \frac{1}{\ln 2} \int_{0}^{\infty} \frac{1}{z} (1 - M_{\gamma_1} (z)) (1 - M_{\gamma_2} (z)) e^{-z} dz. \]
Substituting \( M_{\gamma_1} (z) \) and \( M_{\gamma_2} (z) \) from (49) and (50) into (51), we have
\[ C = \frac{\gamma_1 \gamma_2}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{i} \left( \frac{z}{(\pi z + 1)^{k+1}} \right) \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \sum_{n=0}^{m} \frac{d_2(l,m)}{l} \left( \frac{z}{(\pi z + 1)^{n+1}} \right) \int_{l_2}^{\infty} z e^{-z} dz. \]

Since
\[ \left( \frac{1}{1 + x^2} \right)^{\alpha} = \frac{1}{\Gamma(\alpha)} G_{1,1}^{1,1} \left( \lambda x \left| \begin{array}{c} 1 - \alpha \\ 0 \end{array} \right. \right), \]
the integral \( I_2 \) in (52) can be simplified to
\[ I_2 = \frac{1}{\Gamma(k+1)} \frac{1}{\Gamma(n+1)} \int_{0}^{\infty} \left( \frac{\pi z}{k z} \right)^{-k} \left( \frac{\pi z}{l z} \right)^{-n} e^{-z} dz. \]
The integral \( I_3 \) can be simplified by utilizing [42, Eq. (2.6.2)], resulting in
\[ I_3 = \frac{1}{\Gamma(k+1)} \frac{1}{\Gamma(n+1)} G_{1,1}^{1,1,1,1} \left( \begin{array}{c} \pi z \\ k z \end{array} \left| \begin{array}{c} 2 \\ -k; -n \\ 0; 0 \end{array} \right. \right). \]
Hence, substituting (55) into (52) yields (32), that finishes the proof.

**APPENDIX G**

**PROOF OF EQUATION (35)**

The evaluation of \( C_{\gamma_1} = \mathbb{E} [\log_2 (1 + \gamma_1)] \) can be conducted by utilizing [43, Lemma 1] which says, for any \( \gamma_i \geq 0 \), we have
\[ \mathbb{E} [\ln (1 + \gamma_i)] = \int_{0}^{\infty} \frac{\gamma_i}{z} (1 - M_{\gamma_i} (z)) e^{-z} dz, \]
where \( M_{\gamma_i} (z) = \mathbb{E} [e^{-z \gamma_i}], i \in \{1, 2\} \) and are given in (49) and (50).
Substituting the MGFs from (49) into (56), we obtain
\[ C_{\gamma_1} = \frac{\gamma_1 \gamma_2}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{i} \left( \frac{z}{(\pi z + 1)^{k+1}} \right) \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \sum_{n=0}^{m} \frac{d_2(l,m)}{l} \left( \frac{z}{(\pi z + 1)^{n+1}} \right) \int_{l_4}^{\infty} \frac{1}{z} e^{-z} dz. \]
The integral \( I_4 \) is attained by using [37, Eq. (9.211.4)], resulting in
\[ C_{\gamma_1} = \frac{1}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{i} \Psi \left( 1, 1-k; \frac{i}{\gamma_1} \right). \]
Utilizing the fact that \( \Psi \left( 1, 1-k; \frac{i}{\gamma_1} \right) = e^{\frac{i}{\gamma_1}} \mathbb{E} \left[ e^{i \frac{l}{\gamma_1}} \right], \)
(58) reduces to
\[ C_{\gamma_1} = \frac{1}{\ln 2} \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{i} e^{\frac{i}{\gamma_1}} \mathbb{E} \left[ e^{i \frac{l}{\gamma_1}} \right]. \]
Similarly,
\[ C_{\gamma_2} = \frac{1}{\ln 2} \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \sum_{n=0}^{m} \frac{d_2(l,m)}{l} e^{\frac{l}{\gamma_2}} \mathbb{E} \left[ e^{i \frac{n}{\gamma_2}} \right]. \]
The averages in (34) may be obtained straightforward by using [37, Eq. (3.381.4)], as follows
\[ \mathbb{E} \left[ \left\| PH_1 \right\|_2^2 \right] = \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \sum_{k=0}^{j} \frac{d_1(i,j)}{j!} \int_{0}^{\infty} x^{j+1} e^{-ix} dx = \sum_{i=1}^{s_1} \sum_{j=t_i-s_i}^{(t_1+s_1-2)i} \frac{d_1(i,j)}{j!} \Gamma (j+2), \]
and
\[ \mathbb{E} \left[ \left\| BH_2 D \right\|_2^2 \right] = \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \sum_{n=0}^{m} \frac{d_2(l,m)}{m!} \int_{0}^{\infty} y^{m+1} e^{-iy} dy = \sum_{l=1}^{s_2} \sum_{m=t_2-s_2}^{(t_2+s_2-2)l} \frac{d_2(l,m)}{m!} \Gamma (m+2). \]