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Abstract—In solving many real-world optimization problems, neither mathematical functions nor numerical simulations are available for evaluating the quality of candidate solutions. Instead, surrogate models must be built based on historical data to approximate the objective functions and no new data will be available during the optimization process. Such problems are known as offline data-driven optimization problems. Since the surrogate models solely depend on the given historical data, the optimization algorithm is able to search only in a very limited decision space during offline data-driven optimization. This paper proposes a new offline data-driven evolutionary algorithm to make the full use of the offline data to guide the search. To this end, a surrogate management strategy based on ensemble learning techniques developed in machine learning is adopted, which builds a large number of surrogate models before optimization and adaptively selects a small yet diverse subset of them during the optimization to achieve the best local approximation accuracy and reduce the computational complexity. Our experimental results on the benchmark problems and a transonic airfoil design example show that the proposed algorithm is able to handle offline data-driven optimization problems with up to 100 decision variables.

Index Terms—Offline data-driven optimization, surrogate, evolutionary algorithm, ensemble, radial basis function networks.

I. INTRODUCTION

Evolutionary algorithms (EAs) have been shown to be effective in a number of real-world optimization applications [1], [2]. One assumption of most EAs is that computationally cheap analytical functions are available for calculating the quality of candidate solutions, enabling EAs to afford a large number of fitness evaluations. This assumption does not hold, unfortunately, for many real-world optimization problems, where either computationally intensive numerical simulations or expensive experiments must be performed for fitness evaluations [3], [4]. To solve these expensive optimization problems, it is essential to employ computationally cheap surrogate models to assist EAs in an attempt to reduce the required expensive fitness evaluations [5].

Most existing surrogate-assisted evolutionary algorithms (SAEAs) assume that a small number of expensive real fitness evaluations, either numerical simulations or experiments, can still be conducted, which is known as online data-driven optimization [6]. Thus, the main concern in most existing SAEAs is to properly update the surrogate model by making the best use of the allowed expensive real fitness evaluations, known as evolution control or model management [7]. Many regression or classification techniques can be used as surrogate models in SAEAs, such as radial basis function networks (RBFNs) [8], [9], Kriging models [10], [11], [12], [13], polynomial regression (PR) models [14], among many others. To improve the accuracy in fitness approximation, surrogate ensembles have also been used [15], [16], [17], [18], [19], [20].

Many empirical model management strategies have been developed for online data-driven EAs [5], [21], where the main idea is either to enhance the accuracy of the surrogates [22], [23], to ensure correct environmental selection [24], or to encourage exploration [12], [18], [25], [26]. Another idea is to use a combination of global and local surrogate models in which the global model is used to smooth out the local optima while the local ones are utilized for exploiting the local details of the fitness landscape [27], [28], [29].

A class of more formal model management strategies are known as infill sampling criteria [30], [31], which help select the next solution to be evaluated using the expensive fitness function. Three main infill sampling criteria have been suggested, namely, maximizing the predicted fitness, maximizing the prediction uncertainty, or combining the previous two criteria, which in principle agree with the empirical model management strategies. Infill criteria, including expected improvement [32], lower confidence bound (LCB) [33], [34], and probability of improvement [35], are most widely used in Kriging or Gaussian process assisted EAs. Most recently, infill criteria have been extended to surrogates consisting of heterogeneous ensembles [36].

While most SAEAs focus on developing model management strategies for online data-driven optimization, relatively little effort has been dedicated to offline data-driven optimization with a few exceptions [6], [37], [38], where no new data can be made available for managing the surrogates. Offline data-driven optimization poses new challenges to SAEAs, and how to address the challenges heavily depends on the problem to be solved and the amount of historical data. For instance, in trauma system design [6], the historical data are
the emergency records collected within one year in Scotland, and the objectives and constraints can be evaluated using the data. Since a large amount of data is available and consequently the main challenge is to reduce the computation time for fitness evaluations, a model management strategy was proposed to adjust the fidelity of the surrogate model according to the optimization process [6]. By contrast, only a small amount of historical data from manufacturing processes is available for blast furnace optimization [37]. As the data is very noisy, the data must be preprocessed before being used for constructing the surrogate. In another example of optimization of fused magnesium furnaces [38], only historical data from manufacturing processes is available for optimization. The idea is to construct a smooth global PR model before optimization starts and to use this model as the real fitness function for managing local surrogates during the optimization.

In this work, we aim to design a generic and problem-independent offline data-driven EA. The main challenge here is to make full use of the available historical data to guide the evolutionary search. To this end, a large number of surrogates are generated offline using the bagging technique [39], [40] and a subset of them is adaptively selected for fitness estimation as the evolutionary optimization process proceeds. We term the proposed algorithm data-driven evolutionary algorithm using selective ensemble (DDEA-SE).

The rest of this paper is organized as follows. In Section II, main challenges in data-driven evolutionary optimization are discussed together with a short review of the related work. Then, bagging is briefly introduced in Section III. Section IV describes the details of the proposed algorithm, focusing on the generation of ensembles using bagging and selection of the ensemble subset. To further analyze the behavior of the proposed algorithm, experimental results on benchmark problems and an example of transonic wing system design are presented in Sections V and VI. Section VII concludes the paper and suggests a few possible future research directions for offline data-driven evolutionary optimization.

II. OFFLINE DATA-DRIVEN EVOLUTIONARY OPTIMIZATION

A wide range of real-world optimization problems can be solved only using offline data-driven optimization approaches, as no new data can be made available during the optimization [6], [37], [38]. As shown in Fig. 1, offline data-driven EAs can be divided into three main parts, i.e., data collection, surrogate modeling and management, and optimization. At first, data is collected, and pre-processed if necessary. Before optimization starts, the optimization problem needs to be properly formulated, including the specification of the fitness and constraint functions to be approximated by the surrogates. Then, global surrogate models are built using the historical data. Finally, an optimizer performs optimization by searching the surrogates created offline, although local surrogates can also be constructed during the optimization using the historical data.

Fig. 1. A diagram of a generic offline data-driven EA.

A. Main Challenges

The available data may pose a challenge to the model management strategy, including the strategy for model selection and the infill criterion, regardless whether offline or online data-driven EAs are used. In contrast to online data-driven EAs, however, offline data-driven EAs have no chance to sample new data to improve the quality of the surrogate models or to validate the found optima. These make offline data-driven EAs more challenging than online data-driven EAs, particularly when the data is imbalanced [41], [42], [43], noisy [44], time-varying [45] or heterogeneous [46].

As the surrogate models cannot be updated during the optimization in offline data-driven EAs, the quality of the surrogates created before the optimization starts becomes especially important in offline data-driven EAs. Therefore, the main challenge lies in the construction of surrogates of sufficiently high quality in case only a limited amount of data are available.

B. Countermeasures

To address the above challenge, effective countermeasures that enhance the quality of data or models must be taken in designing offline data-driven EAs. On the one hand, enhancing the quality of the offline data can indirectly improve the quality of the surrogate models. On the other hand, surrogate models built from very limited data are expected to be able to guide the search properly. Although not much research on offline data-driven EAs has been reported, the following ideas can be used to handle the aforementioned challenges.

- Pre-processing the data. The non-ideal nature of the offline data may seriously degrade the quality of the surrogate models. Thus, pre-processing the offline data is indispensable to reduce noise or to remove outliers, e.g., in offline optimization of blast furnaces [37].
- Creating synthetic data. As lack of data is one main challenge in offline data-driven EAs, one straightforward idea is to generate a certain amount of synthetic data to augment the available historical data for updating the surrogate models. Synthetic data can be generated using
III. PRELIMINARIES OF SELECTIVE BAGGING

Ensemble learning refers to a class of machine learning methods that construct a set of base learners and combine them to create a strong learner [54]. Ensembles have been shown to have advantages over single learners in terms of accuracy and robustness [56]. Bootstrap aggregating [39] (bagging for short) and boosting [57] are two popular ensemble generation methods. Bagging is a parallel ensemble method minimizing variance while boosting is a sequential ensemble method minimizing bias [58]. In SAEAs, bias introduced by surrogates is less critical as long as the ranking of candidate solutions is correct. Out of this reason, this work adopts bagging for generating surrogate ensembles. To further improve the approximation quality of ensembles, a subset of base learners are selected [59] for calculating the output. Bagging algorithms with model selection strategies are known as selective bagging.

Fig. 2 is a diagram showing the process of selective bagging, which consists of bootstrap sampling, model training, model selection, and model combination [57].

A. Model Generation

Model generation in selective bagging is composed of bootstrap sampling and model training. First, bootstrap sampling [60] is performed for $T$ independent times to generate $T$ data subsets ($S_1, S_2, ..., S_T$) resampled from the original data. As shown in Fig. 2, each data subset contains a random portion of the original data, which is denoted by black dots. Then $T$ different models are generated, each using one of the $T$ datasets.

It is well known that the accuracy of a bagging ensemble converges as the size of the ensemble ($T$) increases [57]. Further, since a higher degree of ensemble diversity is expected to deliver better performance, highly nonlinear models that have a large change in their output in response to a small change in the input are usually preferred in bagging [54]. Those data points left out in each data subset, termed out-of-bag samples [61], result in diversity in ensembles. For bootstrap sampling without replacement [62], typically half of the original dataset size (known as half-sampling [40]) is used as the number of out-of-bag samples [63], leading to a well-performing bagging ensemble [64].

B. Model Combination

Model combination in selective bagging consists of model selection and averaging. Before combining the models, only $Q$ of $T$ ($Q < T$) models are selected to produce the ensemble output. An illustrative example is shown in Fig. 2, where the second model is not selected for generating the final output of the ensemble. In this work, the final output of the ensemble is the plain average of the outputs of the selected models.

The model selection strategies play an important role in selective bagging, which affect the accuracy, diversity and computational efficiency. In fact, the process can be formulated as a combinatorial optimization problem where the decision variables are $T$ models and the objective is the accuracy and/or diversity. Existing model selection strategies can be classified into two categories depending on whether global or local search is employed [65]. Global search strategies include sparse optimization [66], [67], genetic algorithms [68], and clustering [69]. By contrast, local search based model selection strategies are greedy, which successively add models by starting from an empty set, or successively delete models from the full set of models. The criterion to evaluate whether a model should be selected or not can be based on complementarity, orientation, or margin distance [70]. It has been shown that the local search based model selection strategies are computationally more efficient than the global search based strategies [71].

IV. PROPOSED ALGORITHM

Offline data-driven EAs distinguish themselves from online data-driven EAs in many aspects. Whereas online data-driven EAs can use various infill sampling criteria [30], [31] to include additional training data for updating the surrogates during the optimization, offline data-driven EAs have no access to the real fitness evaluations and no model update can be carried out. In addition, online data-driven EAs are able to
validate the optima found so far during the optimization, but unfortunately, offline data-driven EAs have no opportunity to validate the solutions before they are actually implemented. As a result, offline data-driven EAs should focus on building high-quality surrogate models based on the offline data. To address the above challenges, we proposed a novel offline data-driven EA assisted by a selective ensemble (DDEA-SE).

A. The Framework

A generic diagram of DDEA-SE is shown in Fig. 3. Before running the optimizer (a canonical EA), offline data is created, from which T subsets \((S_1, S_2, ..., S_T)\) are generated using bootstrap. Then, T models \((M_1, M_2, ..., M_T)\) are independently built based on T subsets. During the optimization, DDEA-SE selects Q (\(Q \leq T\)) models from T surrogates using a model selection strategy, and the fitness values are estimated by combining those Q models. When the stopping criterion is met, DDEA-SE outputs the final optimal solution.

In the following, we will present the details for building the surrogate ensemble via bagging and surrogate management.

B. Ensemble Generation

Before initializing the population for optimization, DDEA-SE creates training data subsets using bootstrap sampling and builds surrogate ensembles using a proper learning algorithm. As recommended in [57], highly nonlinear models are preferred as base learners in bagging. Thus, we employ RBF networks, which are highly nonlinear, as basic learners to build the surrogate model pool. Accordingly, a large model pool size \((T)\) can be used.

As discussed in [64], the optimal number of out-of-bag samples may be problem-dependent, although half-sampling has been widely used by default. In this work, we employ a probability-dependent sampling instead of using the standard half-sampling. To generate a data subset \(S_i\), every data point in the offline data has a probability of 0.5 to be included in \(S_i\). As a result, the size of \(S_i\) is not fixed as in half-sampling, which in principle can promote ensemble diversity.

After T datasets are generated, T RBF models are trained separately using the T datasets \(S_1, S_2, ..., S_T\). Each RBF model contains \(d\) neurons (Gaussian radial basis functions) in the hidden layer, where \(d\) is the number of the decision variables. The whole process of preparing the data subsets and training the pool of surrogate models are shown in Algorithm 1.

Algorithm 1 Pseudo code of setting up the surrogate ensemble in DDEA-SE.

**Input:** \(D_{\text{offline}}\)-the offline data, \(d\)-the dimension of \(x\), \(T\)-the size of the model pool.

1: for \(i = 1 : T\) do
2: Set \(S_i\) empty.
3: for each data points in \(D_{\text{offline}}\) do
4: if \(U(0,1) < 0.5\) then
5: Add this point to \(S_i\).
6: end if
7: end for
8: end for
9: for \(i = 1 : T\) do
10: Train an RBF model \(M_i\) based on \(S_i\).
11: end for

**Output:** the data subset pool \((S_1, S_2, ..., S_T)\) and model pool \((M_1, M_2, ..., M_T)\).

C. Model Management

As the experimental results in [57] show, the accuracy of bagging enhances as the ensemble size increases, when the ensemble size is smaller than 100. However, the accuracy does not necessarily continue to improve when the ensemble size further increases. This finding indicates that it is helpful to reduce the ensemble size without degrading the accuracy by using a model selection strategy [54].

Existing model selection strategies are guided by the global ensemble accuracy. We cannot simply adopt these strategies
as the surrogate management strategy in DDEA-SE, since the population in each generation is distributed in a local area.

To address the issue, we propose two different strategies for selecting a subset of bagging models in each generation.

- **Fixed subset size selection strategy:** The number of selected models (base learners) is fixed in the whole optimization process.
- **Adaptive subset size selection strategy:** The number of selected models is adaptively changed according to the distribution of the population.

For the strategy selecting a fixed number of models in each generation, the model can be randomly or adaptively selected from the model pool. The surrogate ensemble can be seen as a global model when the base learners are selected randomly, while the surrogate ensemble becomes local when the base learners are selected considering a particular local region of interest in the search space. Here, we adaptively select a subset of bagging models as the population moves around in the search space. The main idea is to use the best individual (estimated by the surrogates) in the current generation as a reference for selecting the diverse models in the interesting regions for the next generation, which can be seen as a best strategy [5].

More specifically, the fixed subset size selection will be applied to select Q models from T models. Let \( x_b \) be the best individual according to the surrogate ensemble consisting of Q RBF models, then the fitness value according to the \( i \)-th \((1 \leq i \leq T)\) individual RBF model is calculated, denoted by \( P_i \). This is followed by sorting the \( T \) RBF models (denoted by \( M_1, M_2, ..., M_T \)) according to the estimated fitness, denoted by \( P_1, P_2, ..., P_T \). Afterwards, the sorted RBF models are equally divided into \( Q \) groups. Finally, one RBF model is randomly selected from each of the \( Q \) groups to form a new surrogate ensemble to be used for fitness estimation in the next generation. This way, a set of diverse models local to the current population will be selected so that the locally most accurate fitness estimation can be achieved. The details of the fixed subset size selection strategy are presented in Algorithm 2.

**Algorithm 2** Pseudo code of the fixed subset size selection strategy.

**Input:** \( Q \): the ensemble size after model selection, \( x_b \): the current predicted best solution, \( M_1, M_2, ..., M_T \): the model pool.

1. if it is the first generation then
2. Randomly choose \( Q \) models from the pool.
3. else
4. Using \( M_1, M_2, ..., M_T \) to predict \( x_b \).
5. Sort \( T \) RBF models based on their predictions on \( x_b \).
6. Equally divide \( T \) sorted RBF models into \( Q \) groups.
7. for each group do
8. One random model is selected to construct the ensemble.
9. end for
10. end if

**Output:** \( Q \) selected RBF models.

To elaborate Algorithm 2, we take a model pool having six models \((M_1, M_2, ..., M_6)\) as an example. The estimated fitness of \( x_b \) is \( P_1 = 2.1, P_2 = 2.3, P_3 = 2.0, P_4 = 1.9, P_5 = 2.2, \) and \( P_6 = 2.4 \), respectively. To select three models for the surrogate ensemble in the next generation, these models are sorted based on their estimated fitness value and clustered into three groups denoted by \((M_1, M_4), (M_1, M_5), \) and \((M_2, M_6)\). Then, one model is randomly chosen in each group. Thus, \( M_1, M_1, \) and \( M_6 \) can be one possible output of Algorithm 2.

The ensemble size \( Q \) is a parameter to be specified, affecting both the accuracy and computational complexity. To investigate the relationship between the ensemble size and fitness estimation accuracy, we examine the change of the root mean square error (RMSE) of the ensemble over the ensemble sizes up to 5000 on both uni- and multi-modal test problems (Ellipsoid and Rastrigin) with 10, 30, 50, and 100 decision variables. The experiments are conducted following the steps below:

- Generate 10000 random samples as the test dataset.
- Generate 11d solutions using the Latin hypercube sampling (LHS) [72] and calculate their fitness using the real objective function. These solutions are used as the offline training data.
- Build 5000 RBF models from the offline training dataset according to Algorithm 1.
- Calculate the RMSEs of the ensemble on the test dataset by sequentially adding RBF models to the ensemble.

Fig. 4. Change of the average RMSE of the bagging ensembles over the ensemble size on the Ellipsoid and Rastrigin functions with up to 100 dimensions.

The RMSE averaged over 20 independent runs as the ensemble size increases is shown in Fig. 4, from which we note that the error profiles on both uni- and multi-modal problems with different numbers of decision variables are quite similar. It is straightforward that the computational cost of
the bagging ensemble linearly grows as the ensemble size increases. By contrast, the RMSE of the bagging ensemble decreases as the ensemble size increases in the beginning, but drops very slowly when the size is larger than 100. Based on this observation, we set \( Q \) to be 100 and \( T \) to be 2000 in DDEA-SE, hoping to achieve sufficiently good approximation accuracy with relatively low computational cost.

A fixed \( Q \) in Algorithm 2 might be unsuited for the whole optimization process, since the population tends to converge as the search proceeds. When the individuals are distributed in a small area, the surrogate ensemble should be able to capture local details of the fitness landscape by decreasing the number of selected models. We use an average distance \((D_g)\) of the population in the \( g \)-th generation to the best individual \( x_b \) to measure the population distribution in the decision space. The subset size \( Q_g \) in the \( g \)-th generation is adjusted as below:

\[
Q_g = \left\lfloor \frac{T}{D_0} \right\rfloor, \tag{1}
\]

where \( D_0 \) is the average distance of the initial population to its best individual. Thus, the smaller the local region in which the population are distributed, the smaller number of models will be selected in DDEA-SE.

Three different model selection strategies are designed for DDEA-SE. The first strategy randomly selects a fixed number of models, the second strategy selects a fixed number of models according to the location of the best solution, and the third strategy selects an adaptive number of models according to the population distribution and the location of the best solution. As the initial population of DDEA-SE is distributed across the whole search space, the surrogate ensemble is expected to be able to describe the global fitness landscape in the decision space. Therefore, \( Q \) models are randomly selected from \( T \) models for fitness estimation in the first generation. From the second generation onward, one of the three strategies presented will be applied to select models.

V. EXPERIMENTAL RESULTS ON BENCHMARK PROBLEMS

In this section, we will empirically analyze the performance of the proposed algorithm. The basic EA adopted in the proposed algorithm is a real-coded genetic algorithm with the simulated binary crossover (SBX) \((\eta = 15)\), polynomial mutation \((\eta = 15)\), and tournament selection. Further, the activation function of the RBF models is the Gaussian radial basis functions and there are \( d \) nodes (neurons) in the hidden layer, where \( d \) is the dimension of the decision space. The centers of the Gaussian functions of the RBF models are specified using the k-means clustering algorithm, the widths are set to be the maximum distance between the centers, and the weights from the hidden nodes to the output node are determined using the pseudo-inverse method [73].

In the experiments, we use five benchmark problems [34] of a dimension up to 100 decision variables, as presented in Table I. Here, we consider these benchmark problems to be computationally expensive and play the role of ground truth for examining the performance of the proposed offline data-driven EA. It should be emphasized that offline data-driven EAs cannot sample any new data during the optimization. Therefore, the real objective function will be used for performance assessment only and the data created for performance assessment are not available to the EA.

A. Empirical results

1) Comparison of Surrogate Management Strategies: In this work, three different model selection strategies are proposed as the surrogate management method in DDEA-SE. In this subsection, we examine the influence of the different surrogate management methods on the performance of DDEA-SE. Therefore, the following four DDEA-SE variants with or without these strategies are compared:

- DDEA-SE-random: the proposed algorithm randomly selecting \( Q \) models from \( T \) models in each generation \((T = 2000 \text{ and } Q = 100)\).
- DDEA-SE-fixed: the proposed algorithm selecting \( Q \) models from \( T \) models according to \( x_b \) in the current generation \((T = 2000 \text{ and } Q = 100)\).
- DDEA-SE-adaptive: the proposed algorithm selecting an adaptive number of models from \( T \) models according to \( x_b \) in the current generation \((T = 2000)\).
- DDEA-E: the proposed algorithm without using any surrogate management method \((T = 2000)\).

In the comparisons, the four compared algorithms all use a population size of 100 and terminate after running 100 generations. We test the four compared algorithms on 11d offline data of Ellipsoid and Rastrigin functions \((d = 10, 30, 50, 100)\) using LHS. For each instance, each algorithm repeats for 20 times. The obtained optimal solution and runtime are presented in Table II. From the table, we can see that the DDEA-SE variants perform very similarly on the uni-modal Ellipsoid function. Also, the runtime of all algorithms increases as the dimension increases, however, the runtime of DDEA-E \((T = 2000)\) grows much faster than other three algorithms, resulting in almost 10 times of runtime compared to that of DDEA-SE-fixed on the 100-dimensional test problems. We use the Friedman test with the Bergmann-Hommel post-hoc test [74] to analyze the results in Table II, and the \( p \)-values are shown in Table III. DDEA-SE-fixed significantly outperforms DDEA-SE-random and DDEA-SE-adaptive, but slightly outperforms DDEA-E \((T = 2000)\). Comparing the \( p \)-values of DDEA-SE-fixed and DDEA-E \((T = 2000)\) on running time, we find that DDEA-SE-fixed needs much shorter running time than DDEA-E \((T = 2000)\).

From the above results, we observe that the model management strategy in DDEA-SE-fixed is able to significantly reduce the computation time without degrading the performance. DDEA-SE-random uses a global surrogate ensemble during the whole algorithm, which is the reason for its poor...
performance. DDEA-adaptive was expected to perform better than DDEA-SE-fixed in Section IV-C, but its average rank is larger than that of DDEA-SE-fixed, indicating a worse performance. In fact, the objective function in DDEA-SE can be seen as a dynamic optimization problem, as the surrogate ensemble changes over the generations. However, no strategies handling the changing fitness landscape have been adopted in DDEA-SE. The severity of changes in DDEA-SE-adaptive is larger than that in DDEA-SE-fixed. In other words, DDEA-SE-adaptive deals with harder problems than DDEA-SE-fixed. Therefore, DDEA-SE-fixed performs better than DDEA-adaptive.

To take a closer look at the behavior of the ensemble during the optimization, we show, in Figs. 5 and 6, respectively, the average percentage of the correctly selected individuals (meaning those should be selected when the fitness evaluations are based on the exact fitness function) before and after model selection in DDEA-SE-fixed on the two test problems. This percentage can be viewed as an assessment of the selection accuracy using the surrogates. By selecting $Q$ RBF models, the selection accuracy for uni-modal Ellipsoid is slightly improved. In contrast, the selection accuracy on the multi-modal Rastrigin function has been significantly enhanced at the later stage of the search. These results indicate that the selective ensemble is able to distinguish better solutions from worse ones in the exploitation stage.

2) Comparison of Ensemble Generation Strategies: From the results in Section V-A1, DDEA-SE-fixed is the best-performing variant. We use the strategy to select a fixed number of models according to $x_b$ in DDEA-SE for the following experiments.

The ensemble generation strategy is an important step of DDEA-SE, where every data point in the offline data has

---

**TABLE II**

<table>
<thead>
<tr>
<th>11$d$ LHS</th>
<th>Obtained optimum</th>
<th>Execution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>1.0±0.1</td>
</tr>
<tr>
<td>30</td>
<td>3.9±0.4</td>
<td>4.2±0.6</td>
</tr>
<tr>
<td>50</td>
<td>15.7±2.9</td>
<td>11.6±2.0</td>
</tr>
<tr>
<td>100</td>
<td>328.7±63.7</td>
<td>317.2±74.4</td>
</tr>
</tbody>
</table>

**TABLE III**

| Adjusted $p$-values of the Friedman test with the Bergmann-Hommel post-hoc test (significance level=0.05) for the comparisons of DDEA-SE variants. DDEA-SE-RANDOM, DDEA-SE-FIXED, and DDEA-SE-ADAPTIVE are sorted to RANDOM, FIXED, and ADAPTIVE. |
|-------------|------------------|------------------|------------------|------------------|------------------|------------------|
| | Random | Fixed | Adaptive | DDEA-E |
| Optimum | Random | 0.0967 | 0.8465 | 0.9814 |
| Fixed | 0.0067 | 0.0118 | 0.3329 |
| Adaptive | 0.8465 | 0.0118 | NA | 0.1213 |
| DDEA-E | 0.0914 | 0.3329 | NA | 0.1213 |
| Random | 0.6985 | 0.0528 | 0.0001 |
| Fixed | 0.6985 | 0.1213 | 0.0005 |
| Adaptive | 0.0528 | 0.1213 | NA | 0.0528 |
| DDEA-E | 0.0001 | 0.0005 | 0.0528 | NA |

---

**Fig. 5.** Average selection accuracy before and after model selection in DDEA-SE-fixed on Ellipsoid problems with different numbers of decision variables.

**Fig. 6.** Average selection accuracy before and after model selection in DDEA-SE-fixed on Rastrigin problems with different numbers of decision variables.
a probability to be included in the dataset for generating a model. Different probabilities lead to different ensemble generation strategies. In this subsection, we examine the effects of those different probabilities (0.3, 0.5, 0.7, and 0.9) in the ensemble generation strategy on DDEA-SE.

In the comparisons, the four DDEA-SE variants (using different probabilities) all use a population size of 100 and terminate after running 100 generations. We test those four compared algorithms on 11d offline data of Ellipsoid and Rastrigin functions (\(d = 10, 30, 50, 100\)) using LHS. For each offline data, each algorithm repeats for 20 times. The optimal solutions obtained using different probabilities are shown in Fig. 7. For both multi- and uni-modal problems, DDEA-SE has shown the best performance when the probability is 0.5. The reason is that a probability of 0.5 can offer the most diverse data subsets, leading to the generation of the most diverse models. These results indicate that the diversity of the generated models of the ensemble heavily influence the optimization performance. In the following experiments, we set the probability of the ensemble generation strategy to be 0.5 in DDEA-SE.

3) Comparison of Offline Data-Driven EAs: In this subsection, we compare the proposed algorithm with two offline data-driven EAs:

- DDEA-SE: DDEA-SE-fixed with the settings of \(Q = 100\) and \(T = 2000\),
- DDEA-E: the proposed algorithm without the surrogate management strategy (\(T = 100\)),
- DDEA-RBF: an EA using a single RBF model as the surrogate built from all offline data.

It has been shown that DDEA-E with 2000 RBF models is computationally very intensive. One natural question is what if we generate a smaller ensemble in the beginning. To answer this question, we compare here a variant of DDEA-E that generates 100 RBF models offline and no model selection is carried out during the optimization.

In the comparisons, the three compared algorithms all use a population size of 100 and terminate after running 100 generations. Unlike online data-driven EAs, offline data-driven EAs are tested on different offline datasets. Therefore, we use two sampling methods (LHS and random sampling) to generate offline data. We test the compared algorithms on three different types of offline data for each test problem: datasets with 11d and 5d solutions generated by LHS and a dataset with 11d solutions generated by random sampling. To avoid possible biases from different datasets, each dataset is generated independently for three times as three instances. For each instance, each algorithm repeats for 20 times.

The comparative results of DDEA-SE, DDEA-E, and DDEA-RBF on the Ellipsoid and Rastrigin test problems are shown in Table IV. From these results, we can see that DDEA-SE and DDEA-E outperform DDEA-RBF on most instances compared in this study. Then we apply the Friedman test with the Bergmann-Hommel post-hoc test (significance level=0.05) [74] to compare these results, where DDEA-SE is the control method. Overall, DDEA-SE performs the best, followed by DDEA-E, and DDEA-RBF performs the worst. In other words, surrogate ensemble improves the performance of the offline data-driven EAs and selective surrogate ensemble can further enhance the performance. However, the compared algorithms behave slightly differently on different datasets. For example, data generated by LHS can result in better performance than randomly generated data, as evidenced by the results of DDEA-RBF using a single surrogate. In addition, DDEA-SE improves its performance when the data size increases from 5d to 11d and the performance enhancement by using ensemble surrogates becomes more significant as the dimension increases.

To study the scalability of the proposed algorithm, we investigate its performance on 10-, 30-, 50-, and 100-dimensional
TABLE IV

<table>
<thead>
<tr>
<th>Offline Data</th>
<th>11d LHS</th>
<th>11d Rand</th>
<th>5d LHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>P  d  #</td>
<td>DDEA-SE</td>
<td>DDEA-E</td>
<td>DDEA-RBF</td>
</tr>
<tr>
<td>10  0</td>
<td>1.0±0.1</td>
<td>1.0±0.1</td>
<td>1.0±0.1</td>
</tr>
<tr>
<td>10  1</td>
<td>0.6±0.1</td>
<td>1.2±0.6</td>
<td>2.7±1.6</td>
</tr>
<tr>
<td>10  3</td>
<td>1.5±0.1</td>
<td>2.0±0.9</td>
<td>5.6±2.7</td>
</tr>
<tr>
<td>10  1</td>
<td>4.2±0.0</td>
<td>3.4±1.1</td>
<td>13.8±3.3</td>
</tr>
<tr>
<td>10  5</td>
<td>2.8±0.2</td>
<td>5.5±1.6</td>
<td>12.4±4.1</td>
</tr>
<tr>
<td>10  3</td>
<td>4.3±0.4</td>
<td>7.0±1.7</td>
<td>16.0±4.9</td>
</tr>
<tr>
<td>30  1</td>
<td>11.0±2.0</td>
<td>16.3±3.3</td>
<td>34.2±22.9</td>
</tr>
<tr>
<td>30  5</td>
<td>14.3±2.7</td>
<td>20.4±2.9</td>
<td>52±20.7</td>
</tr>
<tr>
<td>30  3</td>
<td>12.1±2.3</td>
<td>18.6±4.2</td>
<td>65.4±23.6</td>
</tr>
<tr>
<td>50  1</td>
<td>317.2±74.4</td>
<td>371.0±89.2</td>
<td>2186.0±1665.8</td>
</tr>
<tr>
<td>50  5</td>
<td>330.8±48.8</td>
<td>489.0±189.5</td>
<td>2593.2±897.5</td>
</tr>
<tr>
<td>50  3</td>
<td>294.9±36.3</td>
<td>364.0±66.5</td>
<td>1245.5±776.6</td>
</tr>
</tbody>
</table>

From these results, we can see that DDEA-SE outperforms DDEA-RBF and DDEA-E on the 10-dimensional Ellipsoid problem. However, the performance of DDEA-SE becomes less advantageous as the number of decision variables increases. By contrast, DDEA-SE outperforms both DDEA-RBF and DDEA-E on the 10-dimensional Rastrigin problem. On the 30-dimensional Rastrigin problem, both DDEA-E and DDEA-SE significantly outperform DDEA-RBF, where the advantage of ensemble becomes more obvious. Both DDEA-E and DDEA-SE performs comparably well but much better than DDEA-RBF on the 50- and 100-dimensional Rastrigin problems.

From the above results, we can make the following observations. First, surrogate ensembles help improve the performance of data-driven EAs in general compared with a single surrogate. Second, selective ensembles are able to further enhance the performance of offline data-driven EAs while significantly
reducing the computation time. Finally, EAs assisted by a selective ensemble are likely to perform much better on multimodal problems than EAs assisted by a non-selective ensemble or a single surrogate.

4) **Scalability on Size of Offline Data**: In this subsection, we compare DDEA-SE, DDEA-E and DDEA-RBF on the Rastrigin problem for different data sizes (100, 300, 500, 700, and 1000) generated using LHS. In the experiment, all the compared algorithms repeat for 20 independent times. Note, however, that for 50- and 100-dimensional problems, at least 300 data samples are considered.

The average fitness obtained by DDEA-SE, DDEA-E and DDEA-RBF on the Rastrigin problems with different offline data sizes are plotted in Fig. 10. For 10-, 30- and 50-dimensional Rastrigin problems, the performance of all compared algorithms consistently enhances as the data size increases, although it is noticed the performance improvement becomes less significant when the size is larger than 700. Note also that all algorithms perform even worse on the 100-dimensional Rastrigin problem, when the size of data is increased to 1000. The performance degradation can be also observed from Table IV, which might be attributed to the fact that the Rastrigin function is a multi-modal function and a large data size may enable the surrogates to capture more local optima, leading to worse search performance.

**B. Comparison with Online Data-Driven EAs**

To further examine the performance of the proposed offline data-driven EA, we compare DDEA-SE with a few online data-driven EAs on the test problems listed in Table I, although such comparisons may not be completely fair. Since DDEA-SE is ensemble-based, we choose one ensemble-assisted and two single surrogate-assisted data-driven EAs as compared algorithms: committee-based active learning for surrogate-assisted particle swarm optimization algorithm (CAL-SAPSO) [18], Gaussian process surrogate model assisted evolutionary algorithm for medium-scale expensive problems (GPEME) [34], and surrogate-assisted cooperative swarm optimization algorithm (SA-COSO) [28]. The characteristics of these three algorithms are briefly discussed below.

- **CAL-SAPSO** is an online ensemble-assisted data-driven EA assisted by multiple surrogates, namely, PR, RBF, and Kriging models, using an active learning-based surrogate management strategy.
- **GPEME** is an online single surrogate-assisted data-driven EA assisted by a Kriging model with the LCB-based infill sampling criterion as its surrogate management strategy.
- **SA-COSO** is an online data-driven EA assisted by a single RBF model with two swarms in its surrogate management strategy.

The results of DDEA-SE, CAL-SAPSO and GPEME on the 10- and 30-dimensional problems are given in Table V. The offline versions of those three online SAEAs, we compare them with DDEA-SE only on 10- and 30-dimensional problems. For the problems with 50 and 100 decision variables, we compare DDEA-SE with SA-COSO. The parameter settings (including the hyperparameter optimization for their surrogate models) of CAL-SAPSO and GPEME are exactly the same as in [18], those for SA-COSO are taken from [28]. In addition to the original versions of those three online SAEAs, we compare their offline versions. The offline versions of CAL-SAPSO, GPEME, and SA-COSO start with training the surrogate using original online versions before the optimization starts. In this section, all the compared algorithms repeat 20 times. 11d real fitness evaluations are allowed for all compared algorithms.

The results of DDEA-SE, CAL-SAPSO and GPEME on the 10- and 30-dimensional problems are given in Table V. The results are analyzed by the Friedman test with the Bergmann-Hommel post-hoc test (DDEA-SE is the control method and the significance level is 0.05). The best fitness values among the compared algorithms for each problem are highlighted.

**TABLE V**

**Optimal solutions obtained by DDEA-SE, CAL-SAPSO and GPEME, where the results are analyzed by the Friedman test with the Bergmann-Hommel post-hoc test (DDEA-SE is the control method and the significance level is 0.05).** The best fitness values among the compared algorithms for each problem are highlighted.

<table>
<thead>
<tr>
<th>Problem</th>
<th>d</th>
<th>DDEA-SE</th>
<th>CAL-SAPSO</th>
<th>GPEME offline</th>
<th>GPEME online</th>
<th>GPEME offline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellipsoid</td>
<td>10</td>
<td>1.0±0.5</td>
<td>0.9±0.9</td>
<td>0.0±0.0</td>
<td>37.8±15.3</td>
<td>129.8±24.3</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>5.0±1.5</td>
<td>4.0±1.1</td>
<td>30.2±10.8</td>
<td>122.6±22.3</td>
<td>2013.3±246.1</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>10</td>
<td>29.1±6.2</td>
<td>16.0±3.4</td>
<td>157.2±120.4</td>
<td>186.0±66.9</td>
<td>625.6±196.7</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>53.5±4.5</td>
<td>51.0±1.1</td>
<td>184.5±23.1</td>
<td>2441.0±809.5</td>
<td>4998.6±646.9</td>
</tr>
<tr>
<td>Ackley</td>
<td>10</td>
<td>63.3±7.3</td>
<td>40.1±3.2</td>
<td>18.2±0.8</td>
<td>138.8±2.5</td>
<td>19.2±0.5</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>48±0.5</td>
<td>16.2±0.4</td>
<td>12.6±2.3</td>
<td>19.5±0.4</td>
<td>20.4±0.1</td>
</tr>
<tr>
<td>Griewank</td>
<td>10</td>
<td>1.3±0.1</td>
<td>1.1±0.1</td>
<td>0.0±0.0</td>
<td>27.2±11.3</td>
<td>103.6±31.4</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.3±0.1</td>
<td>1.0±0.0</td>
<td>2.6±0.8</td>
<td>283.6±52.5</td>
<td>488.6±29.9</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>10</td>
<td>1±0.15</td>
<td>19.9±0.9</td>
<td>0.0±0.0</td>
<td>37.8±15.3</td>
<td>129.8±34.3</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>5±1.5</td>
<td>4.0±1.1</td>
<td>30.2±10.8</td>
<td>122.6±22.3</td>
<td>2013.3±246.1</td>
</tr>
<tr>
<td>Average rank</td>
<td>19</td>
<td>2.0</td>
<td>2.8</td>
<td>3.5</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>Adjusted p-value</td>
<td>NA</td>
<td>0.8875</td>
<td>0.2031</td>
<td>0.0257</td>
<td>0.0000</td>
<td></td>
</tr>
</tbody>
</table>

Since CAL-SAPSO and GPEME were not meant for high-dimensional problems, we compare them with DDEA-SE only on 10- and 30-dimensional problems. For the problems with 50 and 100 decision variables, we compare DDEA-SE with SA-COSO. The parameter settings (including the hyperparameter optimization for their surrogate models) of CAL-SAPSO and GPEME are exactly the same as in [18], those for SA-COSO are taken from [28]. In addition to the original versions of those three online SAEAs, we compare their offline versions. The offline versions of CAL-SAPSO, GPEME, and SA-COSO start with training the surrogate using all allowed computational budget and stop once the first real fitness evaluation is required. This means that the surrogate models in the offline versions are better than those in the original online versions before the optimization starts. In this section, all the compared algorithms repeat 20 times. 11d real fitness evaluations are allowed for all compared algorithms.
For 10-dimensional problems, 11d samples are sufficient to train a single well-performing surrogate model, which is the reason why CAL-SAPSO (offline) has the best performance. However, for 30-dimensional problems, 11d samples become insufficient for training surrogate models, thus the performance of CAL-SAPSO (offline) dramatically degenerates. With the help of active sampling or ensemble surrogate, CAL-SAPSO (online) and DDEA-SE outperform CAL-SAPSO (offline) on 30-dimensional problems. Note that CAL-SAPSO (online) actively samples part of the data during the optimization, while DDEA-SE collects all samples offline before the optimization starts. Nevertheless, DDEA-SE can still achieve relatively good performance on low-dimensional problems.

The results obtained by DDEA-SE and SA-COSO on the 50- and 100-dimensional problems are shown in Table VI. The results are analyzed by the Friedman test with the Bergmann-Hommel post-hoc test (DDEA-SE is the control method). The best fitness values among all the compared algorithms for each problem are highlighted in boldface.

### Table VI

<table>
<thead>
<tr>
<th>Problem</th>
<th>d</th>
<th>DDEA-SE</th>
<th>SA-COSO online</th>
<th>SA-COSO offline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellipsoid</td>
<td>50</td>
<td>15.4 ± 3.8</td>
<td>226.8 ± 66.4</td>
<td>179.8 ± 44.5</td>
</tr>
<tr>
<td>Rosebrock</td>
<td>100</td>
<td>312.2 ± 59.1</td>
<td>957.9 ± 236.4</td>
<td>931.2 ± 219.4</td>
</tr>
<tr>
<td>Ackley</td>
<td>100</td>
<td>84.0 ± 6.3</td>
<td>615.9 ± 216.1</td>
<td>565 ± 112.9</td>
</tr>
<tr>
<td>Griewank</td>
<td>100</td>
<td>250.6 ± 37.4</td>
<td>2078.9 ± 447.8</td>
<td>2035.8 ± 649.8</td>
</tr>
<tr>
<td>Rastigin</td>
<td>100</td>
<td>4.6 ± 0.3</td>
<td>15.9 ± 0.6</td>
<td>15.5 ± 0.5</td>
</tr>
<tr>
<td>Average rank</td>
<td></td>
<td>1.0</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>Adjusted p-value</td>
<td></td>
<td>NA</td>
<td>0.0001</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

### A. Problem Description

As described in [18], the airfoil design problem has 14 decision variables, which define the geometry of a candidate airfoil design. The objective is to minimize the drag over lift ratio, which is calculated from CFD simulations. The detailed objective functions are described as follows:

\[
\frac{f_{\text{Airfoil}}}{(1)} = \min \frac{1}{2} \left( \frac{D_i}{L_i} \right) \left( \frac{D_i}{L_i} \right) + \frac{D_i}{L_i} \left( \frac{D_i}{L_i} \right), \quad (2)
\]

where two design conditions are considered, \( D_i \) and \( L_i \) are the drag and lift coefficients in design condition \( i \), \( D_i^b \) and \( L_i^b \) are the drag and lift coefficients of baseline design in design condition \( i \). Each drag or lift coefficient needs to be calculated using CFD simulations. The fitness of the baseline design is normalized to be 1.

### B. Results

In the comparisons, we run DDEA-SE, DDEA-E, and DDEA-RBF for 20 independent times. Those three compared algorithms are set as Section V-A3. As the airfoil design optimization problem has been tested on online data-driven EAs in [18], we use those reported results of CAL-SAPSO and GPEME as a reference. Noted that, these online data-driven EAs use the same offline data as the compared algorithms but 84 more online data. To verify the performance of the compared algorithms, all obtained designs are verified using CFD simulations, which are shown in Table VII and the best geometries (in X-Z coordinates) obtained by the compared algorithms are shown in Fig. 11.

### Table VII

Exact fitness values obtained by DDEA-SE, DDEA-E, and DDEA-RBF on the RAE2822 airfoil test case. The best results are highlighted.

<table>
<thead>
<tr>
<th>Offline algorithm</th>
<th>DDEA-SE</th>
<th>DDEA-E</th>
<th>DDEA-RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8470 ± 0.0079</td>
<td>0.9473 ± 0.0358</td>
<td>4.1494 ± 10.4958</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Online algorithm</th>
<th>CAL-SAPSO</th>
<th>GPEME</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6843 ± 0.0108</td>
<td>0.7781 ± 0.0100</td>
<td></td>
</tr>
</tbody>
</table>
From Table VII, we can see that the best designs obtained by DDEA-SE, DDEA-E and DDEA-RBF are all better than the baseline design and the one obtained by DDEA-SE is the best. In addition, DDEA-SE has achieved the best average fitness and the minimum variance. This confirms that DDEA-SE performs robustly on this airfoil design optimization problem. It should be noted that the average fitness obtained by DDEA-RBF is much worse than the baseline design mainly because the CFD simulation for one out of the 20 runs has failed, resulting in an abnormally large value for the objective function. Note also that the above results are worse than those reported in [18], which might be due to the fact that all compared algorithms in [18] are online data-driven EAs using 70 offline data and 84 online data.

VII. CONCLUDING REMARKS

This paper aims to address offline data-driven optimization problems, which are challenging, widely seen in the real-world, but are largely neglected in the evolutionary optimization community. For offline data-driven optimization problems where only limited data is available, the optimization becomes extremely difficult and it becomes critical to fully exploit the data to guide the search. In this work, we propose a data-driven EA using an adaptive selective ensemble. The proposed algorithm builds a large number of surrogate models on the basis of probability-based sampling of the given data before the optimization starts and adaptively selects a small subset of the models built offline. The experimental results on five benchmark problems demonstrate that the proposed algorithm can deal with various problems with up to 100 decision variables, no matter whether the data are created randomly or sampled using the Latin hypercube method. Additionally, the effectiveness of the proposed algorithm is verified on the RAE2822 airfoil test case.

Despite of the promising results, we must emphasize that the work reported in this paper is still a first step towards solving offline data-driven optimization problems. Several possible improvements could be considered in the future. First, the surrogate management strategy plays an important role in data-driven EAs. More sophisticated surrogate management strategies that more explicitly take into account of the local and global fitness landscapes need to be designed. Second, advanced machine learning techniques such as stacking [78], transfer learning [51], and deep learning should be explored. Fusion of heterogeneous data might be needed for solving more complex real-world problems. Last but not least, the proposed algorithm can be used to deal with the offline part of online data-driven EAs, and the performance improvement should be further studied.
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