Abstract—Filtered orthogonal frequency division multiplexing (F-OFDM) system is a promising waveform for 5G and beyond to enable multi-service system and spectrum efficient network slicing. However, the performance for F-OFDM systems has not been systematically analyzed in literature. In this paper, we first establish a mathematical model for F-OFDM system and derive the conditions to achieve the interference-free one-tap channel equalization. In the practical cases (e.g., insufficient guard interval, asynchronous transmission, etc.), the analytical expressions for inter-symbol-interference (ISI), inter-carrier-interference (ICI) and adjacent-carrier-interference (ACI) are derived, where the last term is considered as one of the key factors for asynchronous transmissions. Based on the framework, an optimal power compensation matrix is derived to make all of the subcarriers having the same ergodic performance. Another key contribution of the paper is that we propose a multi-rate F-OFDM system to enable low complexity low cost communication scenarios such as narrow band Internet of Things (IoT), at the cost of generating inter-sub-band-interference (ISubBI). Low computational complexity algorithms are proposed to cancel the ISubBI. The result shows that the derived analytical expressions match the simulation results, and the proposed ISubBI cancelation algorithms can significantly save the original F-OFDM complexity (up to 100 times) without significant performance loss.

Index Terms—Filtered OFDM, inter-sub-band-interference, adjacent-carrier-interference, asynchronous system, multi-rate, waveform, network slicing, NB-IoT

I. INTRODUCTION

Enhanced mobile broadband (eMBB), massive machine type communications (mMTC) and ultra-reliable and low latency communications (URLLC), have been categorized as three main communication scenarios for the 5-th Generation (5G) wireless communication [1], [2], [3]. In order to efficiently support the diverse requirements of 5G and spectrum efficient network slicing, from the physical layer perspective, one of the fundamental and key challenges over the previous systems, e.g., orthogonal frequency division multiplexing (OFDM) based long term evolution (LTE) [4], is the new waveform design to enable the multi-service signal multiplexing and isolation [5]. Besides inheriting the advantages of the OFDM systems, such as ease of implementation of channel estimation/equalization and multi-antenna techniques, there are two imperative features that the new waveform must possess to sustain the overall design requirements of 5G: low out of band emission (OoBE) and relaxed synchronization requirements.

The first one may reduce guard band (e.g., 10% in OFDM based LTE) to a much smaller value (e.g., 2%) to achieve spectrum efficient transmissions [6]. In addition, this feature also provides a foundation for enabling multiple types of services with different optimal frame structures co-existing in one baseband with negligible interference [5], [7]. On the other hand, relaxed synchronization can lead to simplified hardware/algorithm design and transceiver processing [8]. For example, low complexity low cost MTC devices may not have sophisticated RF hardware and/or baseband synchronization algorithms [3], [9], [10]; in addition, asynchronous transmission may be adopted in 5G for uplink transmission to save the synchronization signaling overhead (e.g., timing advance in LTE uplink transmission) in mMTC scenarios.

Many waveforms have been proposed to meet (or partly meet) these design metrics and requirements, such as filter-bank multi-carrier (FBMC) [11], [12], [13], generalized frequency division multiplexing (GFDM) [14], [15], universal filtered multi-carrier (UFMC) [16], [5], [17], filtered orthogonal frequency division multiplexing (F-OFDM) [7], [18] and their variants [19], [20], [21], [22], [23]. Among them, FBMC system offers the best OoBE and time/frequency localization properties. However, channel estimation/equalization and its combination with multi-antennas system may be significantly more complex than OFDM due to the intrinsic interference between the real and imaginary branches [11], [24]. Recently, the authors in [25] proposed a low complexity one-tap channel equalization algorithm with additional cyclic prefix (CP) insertion to the original FBMC system [25]. In addition, for low-to-middle frequency selectivity channels, [26] proposed block-wise Alamouti schemes for FBMC systems with complex orthogonality. Like FBMC, GFDM is also a per-subcarrier filtered and block-based-processing system that may not be applicable to the latency sensitive services (e.g., vehicle to vehicle). Both UFMC system and F-OFDM are per subband filtered and symbol-based-processing waveforms. One of the major differences between them is that UFMC uses short filter (e.g., Chebyshev filter with length similar to channel length [16], [5]) and the filter tail does not extend to the next symbol at the transmitter. Whereas, F-OFDM normally adopts much longer filter (e.g., windowed Sinc filter with length being half of the symbol duration [7]). However, the filter tails (typically totally) extend to the adjacent symbols to keep the system overhead the same as the CP OFDM system (e.g., 7%) [7], [18]. This overlapping may make the system incur more inter-symbol-interference (ISI) and/or inter-carrier-interference (ICI) than the UFMC system in a scenario wherein a subband occupies small percentage of the
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whole bandwidth (e.g., 1%) [2]. However, the longer filter and soft overlapping among adjacent symbols in F-OFDM render the system much more robust to the adjacent-carrier-interference (ACI) and the multiple-access-interference (MAI) in the asynchronous systems (for uplink). Since this is one of the main targets and a challenging communication scenarios for 5G from the physical layer perspective, our performance analysis and proposed algorithms in this paper will be focused on the F-OFDM system only. However, the basic idea could be extended to other waveforms such as UFMC.

As mentioned above, F-OFDM uses filter with length up to half of the symbol duration for good frequency localization. This design criterion may make the system vulnerable to ISIs and ICI. Most of the existing work on F-OFDM, found in the literature, is focused on the numerical comparisons with other waveforms and sensitivity to the synchronization errors [7], [27], [18], [28]. Some conclusions are made based on specific simulation setups or qualitative analysis. However, a systematic analysis on the performance in terms of ISIs, ICI and ACI is missing. For instance, it has been claimed that increasing the CP length may reduce interference in F-OFDM [7], [18]. However, maximum CP length required to limit the interference level is unknown. This is a critical issue for the 5G system design and it is one of the questions answered in this paper. It is a common problem in the subband filtered system that the power is not evenly allocated to each subcarrier due to the filter ramping up and ramping down at the edges of a subband [5]. Based on our framework, we derive a power compensation matrix to compensate the power among subcarriers in order to output the same signal-to-noise-ratio (SNR) for optimal performance. In addition, an updated one-tap channel equalizer is proposed by considering all of the above-mentioned imperfections and power compensation.

In addition to the tradeoff between overhead and performance, the tradeoff between complexity and performance is another important consideration in the system design. In the original F-OFDM system with small subband bandwidth (e.g., 12 subcarriers as a subband) to support multiple users/services, each subband may require an independent Discrete Fourier Transform (DFT) or fast Fourier transform (FFT) operation, which may result in more than 100 times higher complexity than the OFDM system (assuming the system has more than 100 subbands) at the base station. The complexity issue is also a major challenge for low cost low complexity devices (e.g., internet of things (IoT) devices), where narrow band IoT has been proposed as a promising solution for 5G system to balance the performance and system implementation complexity [3], [10], [29]. However, with the original F-OFDM system, the FFT size and sampling rate should be kept as high as the normal user devices to secure the orthogonality among subbands, which may be against the design principles for low complexity low cost devices.

As a solution, in this paper, we propose multi-rate F-OFDM for computational complexity reduction. In the single-rate (SR) F-OFDM system, the baseband sampling rate is fixed and kept the same for all subbands. On the contrary, multi-rate (MR) F-OFDM has variable sampling rate in the baseband signal processing to use low complexity low-dimension DFT. However, MR processing creates image signals in adjacent bands and anti-image subband filters are required to eliminate the image signals [27]. Nevertheless, the residual image signal will create ISubBI in the system due to non-ideal filters, which may degrade system performance in comparison with the SR. To deal with the problem, we propose low-complexity baseband signal processing algorithms to precancel the ISubBI by precoding the information symbols for downlink transmission. The idea can be also extended to the uplink transmission by jointly detecting the receiver signals. Note that the concept of MR implementation of multi-service subband filter multi-carrier (SFMC) has been proposed in [27], however, it was focused on the system model and simulation comparisons only.

Two main contributions and novelties of this paper are summarized as follows:

- We first build an analytical framework for F-OFDM system by considering the ISI, ICI and ACI in asynchronous systems. The conditions to achieve interference free transmission and one-tap channel equalization are derived for F-OFDM. In the practical cases (e.g., insufficient CP length and asynchronous transmission, etc.), the analytical expressions of ISI, ICI and ACI are derived, which provide a guideline for 5G frame structure and waveform design. Based on the analytical framework, the optimal power compensation matrix is derived to make the subcarriers in a subband have the same performance in terms of SNR. In addition, we propose channel equalization algorithms by taking the derived interference and power compensation into consideration.

- We systematically establish a system model for MR F-OFDM and propose low complexity ISubBI cancelation algorithms by taking downlink transmissions as an example. The channel dependent and independent algorithms are proposed. The algorithms are flexible to support arbitrary bandwidth interference cancelation. For downlink transmission, preprocessing is applicable at the base station to pre-cancel the interference. For the uplink transmission, joint detection at the receiver side can be performed to mitigate the ISubBI and improve the performance. The proposed scheme and interference cancelation algorithm can provide a viable solution for low complexity IoT/MTC devices.

Notations: Vectors and matrices are denoted by lowercase and uppercase bold letters, and \( \{ \cdot \}_H, \{ \cdot \}_P, \{ \cdot \}^* \) stand for the Hermitian conjugate, transpose and conjugate operation, respectively. We use \( \text{trace}(A) \) and \( \text{diag}(A) \) to denote the trace of matrix \( A \) and a diagonal matrix formed by taking the diagonal elements of \( A \), respectively. However, \( \text{diag}\{a\} \) denotes forming a diagonal matrix \( A \) using the vector \( a \). \( I_M \) and \( 0_{m \times n} \) refer to \( M \times M \) identity matrix and \( m \times n \) zero matrix, respectively. Operator * denotes linear convolution of two vectors. \( A(i,j) \) means taking the \( i \)-th row and \( j \)-th column of the matrix \( A \). \( \uparrow K \) and \( \downarrow K \) refer the operation of up-sampling and down-sampling the signal by a factor of \( K \), respectively.
II. SINGLE-RATE F-OFDM SYSTEM

A downlink SR F-OFDM system is shown in Fig. 1, a power compensation is operated on each subband signal to compensate the filter frequency response difference among subcarriers. A normal CP-OFDM process is implemented on per subband basis. Then a subband filter is followed by the output data length being altered due to the filter tails. However, the tail of the current symbol overlaps with the next symbol (see Fig. 1 (d)) and therefore, does not cause extra overhead. The subband filter takes the role of isolating the interference from the adjacent subbands and reducing the OoBE. At the receiver side, as shown in Fig. 1 (b), an optional matched filter is used followed by CP removal and DFT or FFT processing. Note that Fig. 1 is a downlink transmission system. The uplink transmission system uses reverse procedure with an optional DFT spreading on the modulated symbols for peak-to-average-power-ratio (PAPR) reduction. However, to focus on the interference analysis and cancelation algorithms, we will not consider the PAPR reduction algorithms (e.g., DFT spreading processing) in this paper.

A. Transmitter Processing

Let us consider an F-OFDM system contains $N$ subcarriers that are divided into $K$ subbands with each subband transmitting $M$ contiguous subcarriers, i.e., $N = M \cdot K$. Writing the transmitted symbols in vector form:

$$ s = [s_1; s_2; \cdots; s_K] \in \mathbb{C}^{N \times 1}, $$

(1)

where

$$ s_k = [s_k(1), s_k(2), \cdots, s_k(M)]^T \in \mathbb{C}^{M \times 1} $$

(2)

is the signal transmitted in the $k$-th subband. We assume $\mathcal{E} \{ |s_k(i)|^2 \} = \rho_{sym}^2$, for $i = 0, 1, \cdots, N - 1$. Generally, multiple subbands can be assigned to one user [5]. However, to simplify the derivations and without loss of generality, we assume that each user has been assigned a single subband, i.e., the $k$-th subband is allocated to the $k$-th user. 2. We can write the transmitted signal before subband filtering for the $k$-th subband as $\mathbf{RD}_k \mathbf{E}_k s_k$, where $\mathbf{R} = [L_{CP} \times (N - L_{CP}), I_{L_{CP}}, I_N]$ is the matrix form of CP insertion operation, with $L_{CP}$ being the CP length and $L_{SYM} = N + L_{CP}$ being the symbol duration in F-OFDM samples. $\mathbf{D}_k \in \mathbb{C}^{N \times M}$ is the $(k - 1)M + 1$-th to the $(kM)$-th columns of the $N$-point normalized inverse DFT (IDFT) matrix $\mathbf{D}$. The element of $\mathbf{D}$ in the $i$-th row and $n$-th column is $D(i, n) = \frac{1}{\sqrt{N}} e^{j2\pi in/N}$.

As mentioned early, power compensation processing matrix $\mathbf{E}_k \in \mathbb{R}^{M \times M}$ can be adopted so that all subcarriers have the same ergodic output SNR to compensate the filter frequency selectivity on different subcarriers. Note that the value of $\mathbf{E}_k$

2Note that assigning multiple subbands to a single user is a special case of single subband assignment, since in the latter case, we can always set several subbands' configurations the same to each other and with no synchronization error among the subbands, which will be equivalent to the multiple subbands assignment case.
depends on the filter frequency response and the optimal value will be given in Section III-C and when \( E_k = I_M \), no power compensation is applied to the system.

Let us assume that the \( k \)-th subband filter impulse response is

\[
a_k = [a_k(0), a_k(1), \cdots, a_k(L_F - 1)] ,
\]

with \( L_F \) being the filter length. In addition, we assume all subbands use the same prototype filter (e.g., same filter length and type) and we assume that the energy of \( a_k \) is normalized to unity, i.e., \( \sum_{l=0}^{L_F-1} |a_k(l)|^2 = 1 \). However, these assumptions can be easily removed without affecting the algorithms and analysis results. In order to express the system model into a matrix operation form, let us define an \( (L_{SYM} + L_F - 1) \times L_{SYM} \) dimension Toeplitz matrix \( A_k \) with its first column being \([a_k(0), 0_1 \times (L_{SYM} - 1)]^T \) and first row being \([a_k(0), 0_1 \times (L_{SYM} - 1)] \). We can write the transmitted signal after subband filtering for the \( k \)-th subband as \( A_k \tilde{R}_D k \tilde{E}_k s_k \). Note that the number of overall samples that contains the desired signal is \( L_{SYM} + L_F - 1 \) due to the filter tails.

After filter tail overlapping processing (as shown in Fig. 1 (d)), the current symbol at the \( k \)-th subband will be overlapped with one previous and one next symbol \(^3\). In this case, we can write the \( k \)-th subband signal before transmission as

\[
q_k = \frac{1}{\rho_k} [\tilde{q}_{DES,k} + \tilde{q}_{ISI,k}] ,
\]

where the first term \( \tilde{q}_{DES,k} = A_k \tilde{R}_D k \tilde{E}_k s_k \) is the desired signal. The second term is the ISI due to the filter tail overlapping with the previous and next symbol, which will be analyzed in detail in the next section. \( \rho_k \) is the transmission power normalization factor of the \( k \)-th subband.

**B. Receiver Processing**

Let us assume the channel impulse response between the transmitter and the \( k \)-th user is \( b_k = [b_k(0), b_k(1), \cdots, b_k(L_{CH,k} - 1)] \) where \( L_{CH,k} \) is the length of the channel in F-OFDM symbols \(^4\). We assume that different taps of the channel are uncorrelated, i.e., \( \mathbb{E}\{b_k(i)b_k(l)^*\} = 0 \) if \( i \neq l \) and \( \mathbb{E}\{b_k(i)b_k(i)^*\} = R_k(i) \) if \( i = l \).

Without loss of generality, we assume the overall channel gain for the \( k \)-th user is \( \sum_{i=0}^{L_{CH,k}-1} \mathbb{E} \left| b_k(i) \right|^2 = \rho_{CH,k}^2 \). Let us define \( B_{all,k} \in \mathbb{C}^{(L_{SYM}+L_{CH,k}+L_F-2)\times(L_{SYM}+L_F-1)} \) as the equivalent channel convolution Toeplitz matrix of \( b_k \) with its first row being \([b_k(0), 0_1 \times L_{SYM} + L_F - 2 ] \) and first column is \([b_k(0), 0_1 \times L_{SYM} + L_F - 2 ]^T \).

At the receiver, due to the filter tails and channel dispersion, in total \( L_{SYM} + L_{CH,k} + L_F - 2 \) samples contains the desired signal. How to select the receiver processing window (i.e., \( L_{SYM} \) out of \( L_{SYM} + L_{CH,k} + L_F - 2 \) samples) is critical to mitigate the ISI. In general, a shift of \( L_s \) samples from the first sample that contains the desired signal could be selected to balance the ISI between the previous and next symbols in the \( k \)-th subband. In this case, the current symbol might overlap with two adjacent symbols. Therefore, \( B_{all,k} \) can be split into three parts with the first part \( B_{UP,k}^D \) by taking its first \( L_s \) rows and the second part takes from the \( L_s + 1 \)-th to the \( L_s + L_{SYM} \) rows as \( B_k \) and the third part by taking its last \( L_{CH,k} + L_F - 2 - L_s \) rows as \( B_{DW,k}^D \). The second part \( B_k \) will be the main part of channel matrix that convoluted with the signal for the desired signal detection, while \( B_{UP,k}^D \) and \( B_{DW,k}^D \) are the two parts which may generate ISI from the previous and next symbols, respectively.

Taking the linear receiver filtering, CP removal and DFT processing one by one, let us write the received signal at the \( k \)-th user as:

\[
y_k = y_{DES,k} + y_{ISI,k} + y_{ACI,k} + \tilde{v}_k .
\]

The first term

\[
y_{DES,k} = \frac{1}{\rho_k} D_k^H \mathbb{T} C_k B_k q_{DES,k}
\]

(6) is the term that contains the desired signal within the processing window. \( C_k \) is the matrix form of subband filter based on the receiver filter \( c_k = [c_k(0), c_k(1), \cdots, c_k(L_F - 1)] \). In general, matched filter is employed, i.e., \( C_k = A_k^H \). Without loss of generality, we assume the receiver filter length is the same as the transmitter filter's. The matrix \( \mathbb{T} = [0_{N \times L_{CP}} \mathbb{I}_N] \) is matrix form of CP removal implementation. The ISI signal can be written as

\[
y_{ISI,k} = \frac{1}{\rho_k} D_k^H \mathbb{T} C_k \tilde{B}_k^D A_k \tilde{R}_D k \tilde{E}_k s_k
\]

(7) + \( \tilde{B}_k^U A_k \tilde{R}_D k \tilde{E}_k s_k \),

where \( \tilde{B}_k^D = [B_k^{DW}; 0_{(L_{SYM} - L_{CH,k} - L_F + 1) \times L_{SYM}}] \) and \( \tilde{B}_k^U = [0_{(L_{SYM} - L_s) \times L_{SYM}}; B_k^{UP}] \). \( \tilde{s}_k \) and \( \tilde{\bar{s}}_k \) are the transmitted symbols in the previous and next multicarrier symbol in the \( k \)-th subband.

The third term is the ACI in the \( k \)-th subband due to the non-orthogonality between subbands and the asynchronousness between the subbands. Since the \( k \)-th subband/user can overlap with up to three symbols in the \( i \)-th subband/user, let us define the three symbols with the \( i \)-th subband as: the previous one is \( q_i^U \), the middle as \( q_i^M \) and the latter is \( q_i^D \). Similarly, \( B_i^U \), \( B_i^D \) and \( B_i^P \) are three parts of the channel convolution matrix of \( B_k \). Specifically, \( B_i^U \) takes the first \( L_s + \tau_i \) rows of \( B_{all,k} \); \( B_i^D \) takes the \( L_s + \tau_i + 1 \)-th to the \( L_s + \tau_i + L_{SYM} \) rows of \( B_{all,k} \); \( B_i^P \) takes the \( L_s + \tau_i + L_{SYM} + 1 \)-th to the \( L_s + \tau_i + L_{SYM} + L_{CH,k} + L_F - 2 \) rows of \( B_{all,k} \). Defining \( \tilde{B}_k^D = [B_k^D; 0_{(L_{SYM} - L_{CH,k} - L_F + \tau_i + 1) \times L_{SYM}}] \) and \( \tilde{B}_k^U = [0_{(L_{SYM} - L_s - \tau_i) \times L_{SYM}}; B_k^{UP}] \), then we have

\[
y_{ACI,k} = D_k^H \mathbb{T} C_k \sum_{i=1, i \neq k}^{K} (\tilde{B}_i^U q_i^D + B_i^M q_i^M + \tilde{B}_i^D q_i^U) .
\]

(8)

Due to the symbol overlapping, the ACI will not be zero even if the subbands are well synchronized (i.e., \( \tau_i = 0 \)). However, in this case, the interference level could be significantly smaller.

\(^3\)Note that this implies the filter length is no longer than a half of the symbol duration. Indeed, it is a common setup in literature to assume the filter length \( L_F = N/2 \).

\(^4\)Note that we have assumed that each user is assigned to a single subband, therefore the channel from the base station to the \( k \)-th user is equivalent to the channel for the \( k \)-th subband.
Finally, $\tilde{v}_k = TC_k v_k$ is a complex-valued noise vector after receiver filtering for the $k$-th user and we assume $v_k$ is white Gaussian noise with zero mean and variance $\sigma^2$.

III. ASYNCHRONOUS F-OFDM SYSTEM AND PERFORMANCE ANALYSIS

In this section, we will consider the interference and noise terms in equation (5) and derive the analytical expressions one by one. The conditions for orthogonality and securing the circular convolution property between the channel and signal will be given in this section as well. In addition, a power compensation matrix will be derived so that all subcarriers in one subband have the same performance. Finally, based on the analytical results, we propose a modified channel equalizer by taking all of the interference into consideration.

A. Filter and Channel frequency response

Before we give any derivations, let us first define the filter and channel responses in frequency domain. We have defined $a_k$, $c_k$ and $b_k$ as the subband filter at the transmitter, receiver and the channel impulse response, respectively. Let us define $N$ dimension $f_k$, $g_k$ and $h_k$ as the corresponding responses in frequency domain. Specifically

$$f_k = D^H \cdot [a_k, 0_{1 \times (N-L_F)}]^T,$$

$$h_k = D^H \cdot [b_k, 0_{1 \times (N-L_C+H_k)}]^T,$$

$$g_k = D^H \cdot [c_k, 0_{1 \times (N-L_F)}]^T.$$  \hspace{1cm} (9)

Note that $f_k$, $g_k$ and $h_k$ are $N \times 1$ vectors. Let us split the $N$ elements into $K$ parts, each containing $M$ elements. Let $f_k^i$, $g_k^i$ and $h_k^i$ be the $i$-th section of $f_k$, $g_k$ and $h_k$, which consists of the $(i-1)M+1$ to the $iM$-th elements of $f_k$, $g_k$ and $h_k$. Let us set three $M \times K$ matrices as:

$$F_k = \begin{bmatrix} f_k^1 & f_k^2 & \cdots & f_k^K \end{bmatrix},$$

$$G_k = \begin{bmatrix} g_k^1 & g_k^2 & \cdots & g_k^K \end{bmatrix},$$

$$H_k = \begin{bmatrix} h_k^1 & h_k^2 & \cdots & h_k^K \end{bmatrix}.$$  \hspace{1cm} (10)

Note that the value of $f_k^i$ (and $g_k^i$) is significantly larger for the $k$-th subband, i.e. for $i = k$, than for $i \neq k$. The values of $f_k^i$ should be reduced exponentially when $|i-k|$ increases, i.e., the filter response of the $k$-th subband is significantly reduced in the subband that is away from the $k$-th subband. Therefore, the F-OFDM system provides much better OoBE and performance in the asynchronous cases.

An exemplary filter frequency response is shown in Fig. 2. For the first subband (red line), the filter passband response $f_1^1$ (from 1st to 20-th subcarrier) has significantly larger values than the response in stopbands ($f_1^2$, $f_1^3$ and $f_1^4$, i.e., from the 21-th to the 80-th subcarrier). On the other hand, the filter frequency response for the second subband (blue line) shifts its passband to the stopband of the first subband (i.e. the 21-th to the 40-th subcarrier). In this case, signals in the two subbands will be isolated by the subband filters without generating severe interference.

B. Interference-free F-OFDM system

Securing interference-free one-tap channel equalization is one of the most important design criteria in a multi-carrier system such as CP-OFDM, where CP with length equal to or longer than the channel dispersion in time domain is added to satisfy the circular convolution property between signal and channel, resulting in interference-free one-tap channel equalization. For F-OFDM system, we can also achieve the interference-free one-tap channel equalization at a cost of system overhead. By using $\bar{F}_k = \text{diag}(f_k^i)$, $\bar{G}_k = \text{diag}(g_k^i)$ and $\bar{H}_k = \text{diag}(h_k^i)$, we have the following Proposition

**Proposition 1:** Consider an F-OFDM system as shown in Fig. 1. The filter and channel response are defined in equation (9) and (10). The desired signal and the channel frequency response can be written as the following point-wise multiplications:

$$y_k = \frac{1}{p_k} \bar{G}_k \bar{H}_k^{-1} f_k \bar{F}_k E_k s_k + \tilde{v}_k,$$  \hspace{1cm} (11)

if

$$L_{CP} \geq L_O \quad \text{and} \quad 0 \leq \tau_i \leq L_{CP} - L_O \quad \text{for} \quad i = 1, \cdots, K,$$  \hspace{1cm} (12)

where $L_O = L_{CH} + 2L_F - 3$ and $\tilde{v}_k$ is Gaussian white noise after filtering with correlation matrix being $\sigma^2 Q_k$ and $Q_k = \text{diag}(D_k TC_k C_k^T T'H_k D_k^H)$.  

**Proof:** See Appendix A.

Equation (11) implies that interference-free one-tap equalization can be achieved in F-OFDM if equation (12) is met. However, the two conditions are hardly satisfied strictly due to the following reasons: 1) the filter length in F-OFDM is normally set much longer than the channel length to achieve good filter response and low OoBE and the typical value is half of the symbol duration [7], [18]. Designing a system with such long CP may not be spectrum efficient; 2) the system might be asynchronous in some communication scenarios such as mMTC uplink transmission.
C. The proposed power compensation matrix

According to the system model in (11), it is intuitive to understand that the SNR at different subcarriers in one subband can be different. Specifically, the power at the \( m \)-th subcarrier in the \( k \)-th subband can be written as \( SNR_k(m) = \frac{\rho^2_{sym}R^2_{CH,k}k}{\rho_k^2/\sigma^2} \cdot |g_{k}(m)|^2 |f_{k}(m)|^2 |Q_k(m,m)|^2 \). In the original F-OFDM system, no power compensation is considered (e.g., \( E_k(m,m) = 1 \) for all \( m \)). In this case, the SNR in subcarriers may not be the same for different \( m \). Since each subcarrier carries information with the same importance, therefore, it is beneficial to design the power compensation matrix to ensure that each subcarrier has the same detection SNR. With this goal, it is easy to obtain the power compensation matrix

\[
E_k = \left( \frac{G_k^{[k]}[F_k^{[k]}]}{I_M} \right)^{-1} \text{w/o power compensation} \quad \text{(13)}
\]

Note that \( E_k \) is a diagonal matrix and the power compensation can be performed with very low complexity. In addition, it is independent of the channel. In such case, the SNR in each subcarrier will be equal and \( SNR_k(m) = \frac{\rho^2_{sym}R^2_{CH,k}k}{\rho_k^2/\sigma^2} \).

Note that both transmitter and receiver filter response should be priori known at the transmitter to implement the precoding. Note that in the original F-OFDM system, CP addition is a filter/matrix. Then we have the following Proposition:

Proposition 2: Consider the same F-OFDM system defined in Proposition 1 with CP length being \( L_{CP} \). The desired signal and the ICI can be written as:

\[
y_{DES,k} = -\frac{1}{\rho_k} D_{H} H_{O} C_{k} B_{k} A_{k} R_{C} D_{k} E_{k} s_{k} + y_{ICI,k} \quad \text{(14)}
\]

and

\[
y_{ICI,k} = -\frac{1}{\rho_k} D_{H} H_{O} C_{k} B_{k} A_{k} R_{C} D_{k} E_{k} s_{k} . \quad \text{(15)}
\]

The average power of ICI at the \( m \)-th subcarrier of \( k \)-th subband \( P_{ICI,k}(m) = E|y_{ICI,k}(m)|^2 \) can be expressed as:

\[
P_{ICI,k}(m) = \frac{\rho_k^2}{\rho_{sym}^2} \sum_{i=0}^{M-1} \gamma_{k}(m,i,0,0) , \quad \text{(16)}
\]

where \( \gamma_{k}(m,i,0,0) \) is defined in equation (17). When \( L_{CP} \geq L_{O} \), we have \( R_{C} = 0 \), resulting in \( y_{ICI,k} = 0 \) and \( P_{ICI,k}(m) = 0 \).

Proof: See Appendix B.

Equation (14) implies that to enable one-tap channel equalization, the ICI will exist in the system. The level of the interference depends on the filter and CP length. Note that due to the filter ramping-up and ramping-down, the product \( A_{k} R_{C} \) could be considerably small when the filter has good time localization (i.e., the filter energy is mostly concentrated in the middle of the filter taps). This will also be shown in the simulation results to illustrate the negligible interference in considered cases.

E. ISI Analysis

Proposition 3: Considering the same F-OFDM system defined in Proposition 1, the power of ISI defined in (7) can be written as:

\[
P_{ISI,k}(m) = \frac{\rho_k^2}{\rho_{sym}^2} \sum_{e=-1}^{e=1} \sum_{d=-1}^{d=1} \sum_{n=0}^{N-1} \gamma_{k}(m,n,e,d) . \quad \text{(19)}
\]

The proof can be done following the steps similar to the ICI derivations in (16) and to save space, it is omitted in this paper.

Proposition 3 implies that the level of ISI is dependent on the filter design, subband bandwidth and CP length. Quantitatively, according to the ISI expression in equation (19), the filtered signal tail (and head) might overlap with the current symbol creating ISI and the value could be significantly small when the CP length is sufficiently large and/or the filter is well localized in time domain. This may restrict the applicable scenarios of F-OFDM system. However, with the analytical derivation in equation (19), we can always calculate the ISI level to guide the system design.

F. ACI Analysis

Proposition 4: Consider the same F-OFDM system defined in Proposition 1. The time differences between the \( k \)-th and \( i \)-th subband is \( \tau_{k}(i) \) (i.e., synchronization error between the subbands), i.e., the first sample of the \( i \)-th subband is delayed \( \tau_{k}(i) \), compared to the first sample of the \( k \)-th subband. The

The filter shape decides how dense does the energy distribute and the CP length decide how long does the interference overlap to the interested symbol. One should note that interference energy distribution is monotonously decreased from the head of the symbol to the middle, i.e., most of the interference energy could be reserved in the CP zone [7].
\[
\gamma_i(q, n, e, d) = \sum_{l_1=0}^{L_{SYM}-1} \sum_{l_2=0}^{L_{SYM}-1-l_1} \sum_{r=1}^{r=1-l_2} \beta_i(n, e, l_1, l_2) \eta_i(q, r, l_1 - l_2) R_i(r - l_1 - dL_{SYM} + \tau_i(i) + \mu_3 L_s) \\
+ \sum_{l_1=0}^{L_{SYM}-1} \sum_{l_2=1}^{L_{SYM}-1-l_1} \sum_{r=1}^{r=1-l_2} \beta_i(n, e, l_1, l_2) \eta_i(q, r, l_1 - l_2) R_i(r - l_1 - dL_{SYM} + \tau_i(i) + \mu_3 L_s),
\]

where \( \alpha_i(n, e, l) = Q_i(n, n) \sum_{m=0}^{\mu_1-1} e^{j \frac{2\pi (m-n)}{N}} \alpha_i(l - m - eL_{SYM}), \)

\[
\beta_i(n, e, l_1, l_2) = \alpha_i(n, e, l_1) \alpha_i(n, e, l_2)^*,
\]

\[
\theta_i(q, r) = \sum_{p=0}^{N-1} e^{-j \frac{2\pi p (i-1) (M+1)}{N}} c_i(p - r + \mu_3 (L_F - L_s - 1) + \mu_2),
\]

\[
\eta_i(q, r_1, r_2) = \theta_i(q, r_1) \theta_i(q, r_2)^*,
\]

where \( \mu_1 = L_{SYM}, \mu_2 = L_{CP} \) and \( \mu_3 = 1 \) for ACI and ISI, and \( \mu_1 = L_O - L_{CP}, \mu_2 = L_O \) and \( \mu_3 = 0 \) for ICI.

\[
P_{ACI,k}(m) = \sum_{i=1}^{K} \sum_{i \neq k} \frac{\rho_{sym}^2 \rho_i^2 H_i}{\rho_i^2} \sum_{e=-1}^{1} \sum_{d=-1}^{1} \sum_{n=0}^{N-1} \gamma_i(m, n, e, d).
\]

Again, the proof can be done by following the steps similar to ICI derivations and to save space, it is omitted here.

Equation (20) gives an analytical result of how much ACI an asynchronous system generate and provides a guideline for the system and filter design. It is a general case and can be boiled down to the the OFDM system when the filter length is set to 1. However, in this case, the system might suffer from much larger ACI due to the lack of subband filtering protection.

G. One-tap channel equalization for asynchronous F-OFDM

Based on the derived signal model in the presence of insufficient CP length for non-synchronized F-OFDM system, the channel equalization algorithms can be updated accordingly. In this paper, we consider ZF and MMSE based linear equalization algorithms. The equalizer for the \( m \)-th subcarrier can be expressed as

\[
W_k(m) = \frac{\phi^H}{|\phi|^2 + \nu |\sigma_e(m)|^2 / \rho_{sym}^2},
\]

where \( \phi = \hat{c}_k^{[k]}(m) \hat{H}_k^{[k]}(m) \hat{F}_k^{[k]}(m) E_k(m), \nu = 0 \) and \( \nu = 1 \) correspond to ZF and MMSE equalizer, respectively. \( |\sigma_e(m)|^2 = P_{C1,k}(m) + P_{ACI,k}(m) + P_{ISI,k}(m) + \sigma^2 Q_k(m, m) \) is the effective interference-plus-noise power for the \( m \)-th subcarrier of the \( k \)-th subband taking ISI, ICI and ACI and power compensation into consideration.

IV. MULTI-RATE F-OFDM SYSTEM AND ISUBBI CANCELLATION

The SR implementation of the F-OFDM system has been presented in Section II with comprehensive performance analysis in Section III. However, the SR implementation may suffer from 2-3 orders higher computational complexity. For instance, consider a system with \( K = 100 \) subbands, each subband contains \( M = 12 \) subcarriers and the filter length \( L_F = N/2 = 600. \) Assuming downlink transmission, the overall complexity at the base station could be 100 times higher than an OFDM system. On the other hand, at the user device side, the high sampling-rate baseband filtering and FFT operation (e.g., 2048-point FFT) is not necessary, especially for narrow band low cost low complexity IoT devices. Next, we will propose a low complexity MR implementation for F-OFDM system. However, unlike SR method, MR system generates residual image signals (i.e., ISubBI) causing performance loss due to the sampling rate mismatch. In order to mitigate the ISubBI, we propose a low complexity ISubBI cancellation algorithm to improve the performance of the proposed MR implementation.

A. Multi-rate F-OFDM system

The proposed MR F-OFDM system for downlink transmission is shown in Fig. 1. Unlike SR system which uses corresponding columns of an \( N \)-point IDFT/DFT processing to map the signal to a subband, MR system uses low-dimension full size IDFT (IDFT size is the same as the number of subcarriers in one subband, e.g., \( M = 12 \)) that spreads the signal across the whole baseband bandwidth. The following up-sampling operation squeezes the signal into \( 1/K \) of the full bandwidth. According to the sampling theorem, it creates \((K - 1) \) image signals in adjacent bands and an anti-image subband filter is required to eliminate the image signals. Nevertheless, the residual image signal will create the ISubBI in the system due to non-ideal filters, which may degrade system performance in comparison with the SR system [27]. Besides complexity reduction due to low dimension DFT, data sparsity implies that the filtering operation could also significantly reduce the system complexity by taking advantage of the up-sampling operation, particularly, when the filter length is long (and it is critical to reduce the OoBE and interference level).

To reduce the PAPR, DFT spreading can be adopted in the uplink transmission. With MR implementation, a system with
the DFT and IDFT processing will be equivalent to a filtered single carrier system.

B. MR Signal Model and ISubBI

For an insightful analysis and to focus on ISubBI, we will omit ISI,ICI and ACI in the derivations based on the following reasons: 1), the MR system may generate significantly higher interference (i.e., ISubBI) than ISI,ICI and ACI; 2), the MR implementation will not change ISI,ICI and ACI power significantly and the derivations for MR system are trivial; 3), ZF based ISubBI cancelation algorithm is preferred since it does not require interference and noise power, and therefore, it is not related to ISI,ICI and ACI.

With up- and down-sampling, the received signal of the $k$-th subband can be written as

$$
y_k^{MR} = \sum_{l=1}^{K} \frac{1}{P_l} V^H U^H T C_k B_l A_l R \nu E_l s_l + \nu_k,
$$

(22)

where $V$ is normalized $M$-point IDFT matrix and $U$ is the up-sampling matrix by a factor of $K$. Note that in equation (22), we have used $D^H UV = [I_M, I_M, \ldots, I_M] \in \mathbb{R}^{M \times N}$.

Thus, the desired signal and the interference can be written as

$$
y_{DES,k}^{MR} = \sum_{m=1}^{K} \tilde{G}_k[m] \tilde{H}_k[m] \tilde{F}_l[m] E_k s_k
$$

(23)

and the ISubBI can be expressed as

$$
y_{ISubBI,k}^{MR} = \sum_{l=1, l \neq m=1}^{K} \tilde{G}_k[m] \tilde{H}_k[m] \tilde{F}_l[m] E_l s_l.
$$

(24)

Comparing to the desired signal expressed in (11), it can be seen that the signal expression in equation (23) is a summation of $K$ terms, which is due to the image signals generated in the up- and down-sampling in MR processing. Specifically, up- and down-sampling by a factor of $K$ results in $K-1$ image signals in adjacent spectrum except the original one, and those signals will destroy the circular convolution property and one-tap channel/filter equalization will cause interference.

For the ISubBI in (24), it is essentially ACI since the interference is caused by the adjacent subbands. Instead of one ACI signal per adjacent subband in SR system, $K$ ACI signals in each subband are generated in MR system, resulting in two layers of summations as shown in (24).

Note that with the subband filtering, the ISubBI can be mitigated significantly when the subband is far away from the current subband. However, According to the FFR in Fig. 2, the edge subcarriers in the adjacent (stopband) subband can still generate considerably large interference. Next, we will propose low-complexity algorithms to enable one-tap equalization to detect $s_k$.

C. ISubBI Cancelation

According to our analysis and filter frequency response Fig. 2, the matrix element of $\tilde{G}_k[m]$ and $\tilde{F}_l[m]$ are non-trivial only if $|m-k| \leq 1$. In other words, only adjacent subbands generate non-trivial interference. Thus, we have the approximated desired signal and interference as

$$
y_{DES,k}^{MR} = (\tilde{G}_k[k-1] \tilde{H}_k[k-1] \tilde{F}_l[k-1] + \tilde{G}_k[k] \tilde{H}_k[k] \tilde{F}_l[k]) E_k s_k
$$

(25)

and

$$
y_{ISubBI,k}^{MR} = \tilde{G}_k[k] \tilde{H}_k[k] \tilde{F}_l[k-1] E_k s_k
$$

(26)

By noting that $\tilde{G}_k[m] = \tilde{G}_{m+1}$ and $\tilde{F}_l[m] = \tilde{F}_{l+1}$ and defining

$$
Z_0 = \tilde{G}_k[k-1] \tilde{H}_k[k-1] \tilde{F}_l[k-1]
$$

(27)

$$
Z_1 = \tilde{G}_k[k-1] \tilde{H}_k[k-1] \tilde{F}_l[k-1] + \tilde{G}_k[k] \tilde{H}_k[k] \tilde{F}_l[k]
$$

(28)

$$
Z_2 = \tilde{G}_k[k] \tilde{H}_k[k] \tilde{F}_l[k-1] + \tilde{G}_k[k] \tilde{H}_k[k] \tilde{F}_l[k-1]
$$

(29)

Consider the entire bandwidth signal, the signal model for the MR F-OFDM system can be expressed as:

$$
y^{MR} = X \nu \epsilon + \nu,
$$

(30)

where $E = \text{diag}[E_1; \ldots; E_K]$ and $\nu = [\nu_1; \ldots; \nu_K]$ are the power compensation matrix and noise for the whole bandwidth. The mixture matrix

$$
X = \begin{pmatrix}
Z_0 & Z_2 & 0 & 0 & 0 & \cdots & \psi Z_1 \\
Z_1 & Z_0 & Z_2 & 0 & 0 & \cdots & 0 \\
0 & Z_1 & Z_0 & Z_2 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & Z_1 & Z_0 & Z_2 & 0 \\
\nu Z_2 & \cdots & 0 & 0 & Z_1 & Z_0 & 0
\end{pmatrix},
$$

(31)

where $\psi = 1$ if all of the subband are occupied, i.e., the last subband will generate (receive) interference to (from) the first one; and $\psi = 0$ if guard band is applied to the system, i.e., the first and the last subbands will not interfere each other due to the guardband protection.

Apparently, the desired signals in any subband is interfered at the base station no matter for uplink or downlink transmission. In other words, for downlink transmission, we can perform joint detection on the received signal $y^{MR}$. However, in this paper, we will consider the downlink transmission as an example.
1) Channel-dependent ISubBI Cancelation Algorithm: Let us first consider the downlink case with the precoding matrix $P$ used to pre-cancel the interference as follows:

$$y_{MR}^{MR} = XPE_s + \hat{v}. \quad (32)$$

We can use the standard ZF method to get the optimal $P$ as

$$P = \frac{1}{\rho_p}X^{-1}, \quad (33)$$

where $\frac{1}{\rho_p}$ is the normalization factor and $\rho_p = \sqrt{\text{trace}[X^{-1}(X^{-1})^H]/N}$. Calculation of $P$ requires a matrix inversion operation, which could be very complex when $N$ is large, though the matrix $X$ is well structured with only some main diagonal elements being non-zero. In addition, we have to update $P$ in channel coherence time since $X$ is a function of the channel, leading to high system computational complexity. In addition, this algorithm requires the knowledge of channel state information at the transmitter, which might be unavailable or inaccurate in some communication scenarios. Next, we will introduce new algorithms that do not rely on the channel state information and the precoding matrix/detection matrix can be calculated offline.

2) Channel-independent ISubBI Cancelation Algorithm: Assuming that the channel frequency response is flat across the three considered subbands, we can approximate $Z_0$, $Z_1$ and $Z_2$ as follows:

$$\hat{Z}_0 = \tilde{H}_k^{[k]} \hat{Z}_0, \quad (34)$$
$$\hat{Z}_1 = \tilde{H}_k^{[k]} \hat{Z}_1, \quad (35)$$
$$\hat{Z}_2 = \tilde{H}_k^{[k]} \hat{Z}_2 \quad (36)$$

and

$$\hat{Z}_0 = \tilde{G}_k^{[k]} F_k^{[k]} + \tilde{G}_k^{[k]} F_k^{[k+1]} + \tilde{G}_k^{[k+1]} F_k^{[k]} \quad \hat{Z}_1 = \tilde{G}_k^{[k]} F_k^{[k]} + \tilde{G}_k^{[k]} F_k^{[k+1]} + \tilde{G}_k^{[k]} F_k^{[k+1]} \quad \hat{Z}_2 = \tilde{G}_k^{[k]} F_k^{[k]} + \tilde{G}_k^{[k]} F_k^{[k+1]} + \tilde{G}_k^{[k]} F_k^{[k+1]}$$

Then we can rewrite (32) as

$$y_{MR}^{MR} \approx \tilde{H}_k \hat{X} E_s + \hat{v}, \quad (37)$$

where $\hat{X}$ has the same structure as $X$, only replacing $Z_0$, $Z_1$ and $Z_2$ by $\hat{Z}_0$, $\hat{Z}_1$ and $\hat{Z}_2$, respectively. Note that different from $T$, $\hat{T}$ is unrelated to the channel coefficients. $\tilde{H}_k = \text{diag}[1_{k}]$ is the diagonal channel matrix for all subcarriers.

Equation (37) decouples the channel from the filter response and shows point-wise multiplication of the signal and channel. This is critical for the one-tap channel equalization and calculating the channel-independent ISubBI precancellation matrix. For the downlink transmission, we can perform precoding based on the channel-independent matrix as

$$P_2 = \frac{1}{\rho_p} \hat{X}^{-1}, \quad (38)$$

where $\frac{1}{\rho_p}$ is the normalization factor and $\rho_p = \sqrt{\text{trace}[\hat{X}^{-1}(\hat{X}^{-1})^H]/N}$. Note that at the receiver, one-tap channel equalization should be performed since the precoding process does not consider the channel coefficient.

3) Partly Subband Bandwidth ISubBI Cancelation Algorithm: The interference mixture submatrices $Z_1$ and $Z_2$ are diagonal matrices and according to the analysis in Section III and FFR in Fig. 2, the elements at the edges of $Z_1$ and $Z_2$ have significantly higher values than in the middle of the matrices. For example, $|Z_1(1)| = |Z_1(M)| > |Z_1(2)| = |Z_1(M-1)| > |Z_1(3)| > |Z_1(M-2)| > \cdots > |Z_1(1)|$.

Therefore, the ISubBI at the edge of each subband is much stronger than in the middle of the subband. This inspires us to only consider the edge subcarriers of each subband instead of canceling the ISubBI over the whole bandwidth to further reduce the complexity.

Let us assume the $L$ edge subcarriers (on both left and right sides, e.g., when $L = 2$, the first two subcarriers from the left, and the last two from the right) of each subband generate serious interference. We can select the edge subcarriers and build a small dimension signal model as

$$y_{MR}^{L} = X_L P_L E_L s_L + v_L, \quad (39)$$

where $s_L$ is defined as $s_L = [s_1; \cdots; s_K]$ and $\hat{s}_k = [s_k(1), s_k(2), \cdots, s_k(L), s_k(M-L+1), s_k(M-L+2), \cdots, s_k(M)]^T$. $y_{MR}^{L}$ and $v_L$ are the received signal and noise vector at the selected subcarriers over the whole bandwidth, respectively. $X_L$ has the same structure as $X$ but $Z_0$, $Z_1$ and $Z_2$ are replaced by $Z_{L,0}$, $Z_{L,1}$ and $Z_{L,2}$, i.e. $2L \times 2L$ diagonal matrices taking the first and last diagonal elements of $Z_0$, $Z_1$ and $Z_2$, respectively. Similarly, $E_L$ is a matrix that takes the corresponding elements of $E$. Then the proposed ISubBI cancelation algorithms in (33) and (38) can be updated as follows:

$$P_L = \frac{1}{\rho_{p,L}} X_L^{-1} \quad (40)$$

and

$$\hat{P}_L = \frac{1}{\rho_{p,L}} \tilde{X}_L^{-1} \quad (41)$$

where $\frac{1}{\rho_{p,L}}$ and $\frac{1}{\rho_{p,L}}$ are the power normalization factors.

Note that (40) and (41) are general cases of (33) and (38), respectively. When $L = M$, (40) and (41) will boil down to (33) and (38).

D. Computational complexity

1) Computational Complexity of ISubBI Cancelation: Note that the computational complexity of the ISubBI cancelation algorithm involves complexity of precoding matrix (e.g., $\hat{P}_L$) calculation and it depends on the dimension of interference matrix (e.g., $\tilde{X}_L$). Let us first consider the channel-independent case with the number of cancelation subcarriers being $L$. Note that $\tilde{X}_L$ could be calculated in advance for $\hat{P}_L$.

Then $P_{L,S_L}$ needs $6L$ complex multiplications. Note that generally taking $L = 1$ or 2 is sufficient and the complexity could be significantly lower than the FFT operation in OFDM system, as shown in Fig. 3.

For the channel-dependent case, it relies on how fast the channel changes and how often the precoder updates. Let us consider the worst-case that $X_L$ changes in every F-OFDM symbol, then the total complexity will be $O((2L)^2) + 6LK$.
complex multiplications with $O((2LK)^3)$ being the complex of matrix $X_L$ inversion calculation.

2) Computational Complexity SR and MR implementations: Note that the overall complexity at the transmitter and receiver are similar and here we only consider the transmitter complexity for the downlink transmission. For the SR implementation with $K$ subbands, $K$ IFFT operations are required each requiring $(N \log_2(N) - 3N + 4)/2$ complex multiplications [20]. The filtering operation needs $L_F N$ complex multiplications. Therefore, in total, $(N \log_2(N) - 3N + 4)/2 + L_F N$ complex multiplications are performed per subband and $K ((N \log_2(N) - 3N + 4)/2 + L_F N)$ complex multiplications are performed for the whole bandwidth.

For the MR implementation, each subband requires $(N \log_2(N) - 3N + 4)/2$ complex multiplications; for the filtering operation, it needs $L_F M$ complex multiplications. In total, $K ((M \log_2(M) - 3M + 4)/2 + L_F M)$ complex multiplications are needed for the whole bandwidth. Note that MR subband filtering takes the advantage of up-sampling operation for computational complexity since the data after up-sampling is sparse.

The transmitter computational complexity in terms of the multiplication of the SR and MR systems for both implementations is shown in Figure 3. Note that the complexity is normalized by the OFDM system (i.e., $(N \log_2(N) - 3N + 4)/2$). We can see that SR implementation complexity is significantly higher than OFDM system (up to 1000 times when number of subbands is 100, which roughly corresponds to 20MHz bandwidth in LTE), while the MR system can achieve comparable complexity as the OFDM system. In addition, the ISubBI cancelation algorithm for the MR implementation is negligible with $L = 6$.

V. NUMERICAL RESULTS

In this section, we use Monte-Carlo simulations to verify the accuracy of derived F-OFDM system signal models and the derived interference power in (16), (19) and (20) proposed in Propositions 2, 3 and 4. In addition, the proposed power compensation algorithm and ISubBI cancelation algorithms for MR F-OFDM will be examined.

Unless otherwise specified, the following common parameters are used for simulations: the signal is modulated using 16-QAM (Quadrature amplitude modulation) with power normalized to unity and the input SNR is controlled by the noise variance. We use the root raised cosine (RRC) Windowed Sinc filter at transmitter and matched filter at receiver for all simulations [7], [18]. The filter length and CP length are 50% and 7% of a symbol duration, respectively [7], [18]. Each subband contains 12 subcarriers and in total 100 subbands are used. For the ACI parameter $\tau_i$, we assume it has uniform random distribution between $[0, N]$. The LTE Extended Pedestrian-A (EPA) channel [4] is assumed in all simulations. We also provide the results for OFDM systems as benchmark for comparison.

A. OoBE and PAPR

F-OFDM performance in terms of OoBE and PAPR is examined in Fig. 4 for CP-OFDM, original SR F-OFDM, proposed MR F-OFDM and MR F-OFDM with ISubBI cancelation. Note that 3 subbands are considered for OoBE. It can be seen that the F-OFDM system can achieve significantly lower OoBE than the OFDM system for both SR or MR systems. However, the MR system performs slightly worse than the SR system due to the (residual) image signals. In addition, the MR system with ISubBI cancelation does not cause significant increase in OoBE. Comparing the F-OFDM with and without power compensation, we can see that the power is evenly distributed in the passband of F-OFDM with power compensation; while the filter response selectivity shows in the one without power compensation.

In terms of PAPR, SR F-OFDM system performs similar to the CP-OFDM system. However, ISBI cancelation algorithm does not bring noticeable PAPR ($\approx 0.01$ dB) increase, no matter for SR or MR systems. In addition, compared to SR F-OFDM, MR F-OFDM increases PAPR by around 0.7 dB. The reason is that the upsampling process in the MR implementation will make the power distribution among symbols wider than the SR case. That may degrade the efficiency of the power amplifier in the transmitter. Some PAPR reduction algorithms such as DFT spreading can be adopt on top of SR/MR F-OFDM.

B. ICI, ISI and ACI

Now we examine the impact of system parameters (e.g., filter length, CP length, etc.) on the system performance and compare our analytical results with the simulation results in terms of the power of the ICI, ISI and ACI in an asynchronous system. To make the comparison clear for this simulation, we consider in total 36 subcarriers are split into 3 subbands each containing 12 subcarriers. In addition, $\tau_1 = \tau_3 = N/4$ and $\tau_2 = 0$. However, a general case will be considered in the next simulations. Fig. 5 shows the analytical and simulated interference power for the second subband (which is in the middle). It can be seen that all of the analytical results

![Fig. 3. SR and MR F-OFDM system complexity with $M = 12$ (Normalized by OFDM system).](image-url)
match the simulation results which shows the effectiveness and accuracy of the derived signal models and interference power in (16), (19) and (20). In addition, due to the asynchronicity among the subbands, the ACI level is significantly higher than ICI and ISI. However, ISI shows larger impact on the system than ICI. Since the analytical and simulated results match very well, in the next, we will only show either analytical or simulated results for clarity.

In order to show the relationship between the filter length and the ACI level, the analytical results for ACI versus subcarrier index with different filter lengths are shown in Fig. 6. It can be seen that the ACI level drops monotonically when the filter length increases, especially in the middle of the subband. The reason is that longer CP results in higher probability of synchronization between subbands. However, in all cases, the F-OFDM system can mitigate the ACI effectively as compared with the OFDM system.

The impact of CP length on the system performance in terms of ICI and ISI at the first subcarrier (the worst-case) in one subband is shown in Fig. 7 (a). It can be seen that both ICI and ISI drop when the CP length increases. However, ICI is more sensitive to the change than ISI and it is negligible compared to ISI when the CP length is set as 7% of the symbol duration. Since ISI does not drop significantly even with large CP length, in such a case, filter optimization should be considered to further reduce the ISI level. One possible solution is to take the system parameter information into consideration to balance ICI, ISI and ACI and to minimize the overall interference [30], [31]. Moreover, the channel statistic information can also be considered to further improve the performance.

Fig. 7 (b) compares the overall interference at the first subcarrier (the worst case) in OFDM and F-OFDM system in asynchronous systems. It can be seen that the F-OFDM suffers from smaller overall interference than the OFDM system, thus, it expects a better BER performance than OFDM system.

C. Bit Error Rate

We first investigate the performance of the SR F-OFDM system with and without power compensation in terms of BER in asynchronous scenarios with OFDM system as a benchmark. Note that different subband bandwidth \( M \) and
CP length $L_{CP}$ are considered in the simulation to show the system’s sensitivity to the parameters. It can be seen from Fig. 8 that the performance is better with longer CP length or larger subband bandwidth. The reason is that larger subband bandwidth means that more energy is concentrated in the mainlobe and the leakage to the adjacent symbols is smaller. Therefore, it generates less ISI into the adjacent symbols. The OFDM system shows an obvious error floor in high SNR region due to ACI among the subbands. On the other hand, F-OFDM shows robustness to such kind of interference with moderately large subband bandwidth and CP length. In addition, it can be seen that the performance difference with and without power compensation at the transmitter is significant, which concludes that the power compensation is necessary at the cost of negligible increase in computational complexity.

Finally, we examine the performance of the proposed MR F-OFDM system in synchronous systems with and without ISubBI cancelation shown in Fig. 9. In this simulation, we use $L_{CP} = 0.07N$ and $M = 12$. We adopt the channel-independent partial subband bandwidth ISubBI cancelation algorithm derived in (41) with $L = 2$. In addition, Quadrature phase-shift keying (QPSK) modulated signal is used to target the low data-rate low complexity mMTC scenarios [9]. All other simulation parameters are specified in the first and second paragraphs of Section V to conserve space. To avoid over-crowded curves associated with multiple parameters (CP length $L_{CP}$, subband size $M$ and $E_b/N_0$), we have selected some representatives shown in Fig. 9. It can be seen from the figure that compared with the SR F-OFDM system, the MR F-OFDM has worse BER performance due to the image signals, no matter ISubBI cancelation is applied in the system or not. However, with the ISubBI cancelation, it can achieve a better performance compared to the algorithm without ISubBI cancelation and the gain is significant in high SNR region. In addition, compared to OFDM system, SR F-OFDM shows a slightly degraded performance due to the filter tail overlapping caused ICI/ISI.

VI. Conclusions

The F-OFDM system has been modeled and analyzed in this paper by considering ICI, ISI and ACI for asynchronous scenarios. Several propositions have been made on the orthogonality conditions of the system and the analytical derivations for ICI, ISI and ACI, which can provide theoretical guidelines for 5G system design. Based on the analytical results, we proposed a power compensation matrix to optimize the subcarrier performance in a subband. In addition, a channel equalization algorithm is proposed by considering the system interference and power compensation. We also proposed a low complexity MR F-OFDM system to support low cost devices. The low complexity MR system comes at the cost of ISubBI and performance loss due to the image signals. A set of ISubBI cancelation algorithms is proposed to mitigate the interference. Simulation results show that our derivations are valid and the proposed MR system can save up to 100 times computational complexity. The proposed ISubBI cancelation algorithm can effectively mitigate the ISubBI with negligible complexity increase.
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APPENDIX A

PROOF OF PROPOSITION 1

Note that the transmitter and receiver filters are convoluted with the channel from the left and right side, respectively. Thus, we can treat the filter (both transmitter and receiver filters) and channel as the effective channel with length $L_{CH} + 2L_F - 2$. In this case, the F-OFDM system can be treated as a special CP-OFDM system with channel length $L_{CH} + 2L_F - 2$. We can, therefore, conclude that the system is ISI-free (i.e.,
When $L_{CP} \geq L_0$, we have $TC^H_b A_k = TC^H_b RTB_k RTA_k R = C^H_{cir,k} B_{cir,k} A_k$, where $C^H_{cir,k}$ and $B_{cir,k}$ are $N \times$ dimension circular matched filter channel and transmit filter matrices, respectively. Substituting into (42) and write it as

$$y_{DES,k} = \frac{1}{\rho_k} D^H_k C^H_{cir,k} D D^H_k B_{cir,k} D D^H_k A_{cir,k} D E_k s_k \quad . \tag{43}$$

By further using the circular convolution property:

$$D^H_k C^H_{cir,k} D = \left[ 0_{M \times (k-1)M}, \bar{G}^{[k]}_i, 0_{M \times (K-k)M} \right],$$

$$D^H_k A_{cir,k} D = \left[ 0_{M \times (k-1)M}, \bar{F}^{[k]}_i, 0_{M \times (K-k)M} \right]$$

and $D^H_k D = diag(\bar{H})$, we can obtain

$$y_{DES,k} = \frac{1}{\rho_k} \bar{G}^{[k]}_i \bar{H} E_k s_k$$

For the ACI with $0 \leq \tau_i \leq L_{CP} - L_0$, we can follow the same method to write $y_{ACI,k}$ as:

$$y_{ACI,k} = \sum_{i \neq k} \frac{1}{\rho_k} D^H_k C^H_{cir,k} D D^H_k B_{cir,k} D D^H_k A_{cir,k} D E_i s_i$$

When $i \neq k$, the non-zero parts of $D^H_k B_{cir,k} D$ and $D^H_k A_{cir,k} D$ do not overlap, leading to $y_{ACI,k} = 0$.

In summary, we have equation (11) the Proposition 1 when $L_{CP} \geq L_0$ and $0 \leq \tau_i \leq L_{CP} - L_0$.

**APPENDIX B**

**PROOF OF EQUATION (16)**

According to the definition of $R_O$ and $R_C$, we have

$$y_{DES,k} = \frac{1}{\rho_k} D^H_k \sum_{i=1}^{L_{SYM}} T_{o,i} C^H_{cir,k} B_{i,k} A_{o,i} R_{O,i} D E_k s_k$$

$$- \frac{1}{\rho_k} D^H_k T_{o,k} C^H_{cir,k} B_{i,k} A_{o,k} R_{C,i} D E_k s_k$$

According to Proposition 1, we can easily get the first term as $\frac{1}{\rho_k} \bar{G}^{[k]}_i \bar{H} E_k s_k$, then we obtain equations (14) and (15).

To prove (16), we have to write equation (14) as a time series expression:

$$y_{ICI,k}(m) = \sum_{l=0}^{L_{SYM} - 1} \sum_{r=0}^{L_{SYM} - 1} \sum_{i=0}^{M-1} Q(k,i) \cdot a_m(i,0,l)b_q(q,r)b(r-l)s_k(n). \tag{45}$$

Let us use the fact that $E\{b_k(l_1)b_k^*(l_2)\} = 0$ if $l_1 \neq l_2$ and $E\{b_k(l_1)b_k^*(l_2)\} = \delta_k(l_1 - l_2)$ if $l_1 = l_2$. Additionally, $E\{s_k(n_1)s_k^*(n_2)\} = 0$ for $n_1 \neq n_2$, therefore, we have equation (16).
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