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Abstract

Despite several attractive properties, the poor timing performance of compound semiconductor detectors such as CdTe and CdZnTe has hindered their use in commercial PET imaging systems. The standard method of pulse timing with such detectors is to employ a constant-fraction discriminator (CFD) at the output of a timing filter which is fed by the pulses from a charge-sensitive preamplifier. The method has led to a time resolution of about 10 ns at full-width at half-maximum (FWHM) with 1 mm thick CdTe detectors. This paper presents a detailed investigation on the parameters limiting the timing performance of Ohmic contact planar CdTe detectors with the standard pulse timing method. The jitter and time-walk errors are studied through simulation and experimental measurements and it is revealed that the best timing results obtained with the standard timing method suffer from a significant loss of coincidence events (~50 %). In order to improve the performance of the detectors with full detection efficiency, a new digital pulse timing method based on a simple pattern recognition technique was developed. A time resolution of 3.29±0.10 ns (FWHM) in the energy range of 300-650 keV was achieved with an Ohmic contact planar CdTe detector (5×5×1 mm³). The digital pulse processing method was also used to correct for the charge-trapping effect and an improvement in the energy resolution from 4.83±0.66 % to 2.780±0.002 % (FWHM) at 511 keV was achieved. Further improvement of time resolution through a moderate cooling of the detector and the application of the method to other detector structures are also discussed.
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1. Introduction

Compound semiconductor detectors such as cadmium telluride (CdTe) and cadmium zinc telluride (CZT) have attracted a considerable interest for use in high-resolution positron emission tomography (PET) systems (Ishii et al 2007, Mitchell et al 2008, Peng and Levin 2010a, Morimoto et al 2011). The attraction of these detectors is mainly due to their inherent high spatial resolution, good energy resolution, direct detection of γ-rays and the possibility of achieving a high packing fraction of the detectors (>99 %) (Vaska et al 2005, Zhang et al 2005, Kikuchi et al 2005, Peng and Levin 2010b, Gu et al 2011, Groll et al 2017). So far, by using stacks of thin CdTe detectors (1 mm thick), a few prototype PET systems have been built demonstrating ∼1 mm spatial resolution (Ishii et al 2007, Ueno et al 2009, Morimoto et al 2011). However, even with thin detectors, the timing performance of the detectors is poor as compared to that of the conventional scintillator-based PET detectors. A good time resolution is required to reject random events thus reducing noise in the reconstructed PET images. The reported time resolutions at room temperature are about 10 ns (FWHM) (Baldazzi et al 1993, Giboni et al 2000, Okada et al 2002, Vaska et al 2005, Nakhostin et al 2009) which is 2-3 times larger than that for slow scintillator detectors such as NaI(Tl) and BGO. Moreover, the spectroscopic performance of compound semiconductor detectors is still limited by the charge-trapping effect (Eisen et al 1999). Studies have suggested that, in principle, the timing and spectroscopic performances of the detectors can be improved by using the information in the shape of output pulses (Meng and He 2005, Mitchell et al 2008, Nakhostin et al 2010).

However, the common front-end electronic systems based on analog application specific integrated circuits (ASICs) offer very limited flexibility to exploit the information in the shape of pulses. On the other hand, digital front-end systems based on free-running analog-to-digital converters offer enormous flexibility in the pulse processing of radiation detectors. In digital systems, since the shape of each pulse is known, a proper pulse processing algorithm can be used to improve the performance of the detectors by exploiting the pulse-shape information.

The previous attempts to improve the timing performance of semiconductor detectors by using digital techniques have been based on fitting the measured waveforms (Meng and He 2005, Mitchell et al 2008, Groll et al 2017), using rise-time information (Nakhostin et al 2010) and comparing the detector pulse shape with a set of reference pulses (Crespi et al 2010). In this paper, we first perform a simulation study on the parameters affecting the timing performance of a CdTe detector with the standard pulse timing method of semiconductor γ-
ray detectors that includes the application of a CFD to the outputs of a timing filter amplifier which is fed by the pulses from a charge-sensitive preamplifier. The simulation study is followed by an experimental analysis of the timing performance of a planar Ohmic contact CdTe detector by using digital pulse processing techniques. Particular attention is paid to the effect of the pulse timing procedure on the efficiency of coincidence measurements which is critical for PET application. Finally, a new digital timing method based a simple pattern recognition technique is proposed to significantly improve the timing performance of the CdTe detector while maintaining the full detection efficiency. The pattern recognition technique is also used to improve the spectroscopic performance of the detector.

2. Simulation results

The shape of the induced charge pulse on the electrodes of a planar CdTe detector can be expressed by using the Hecht’s relation (Hecht, 1932) as:

\[ Q(t) = \frac{eN_v V}{w^2} \left[ \mu_e r_e [1 - \exp\left( -\frac{t}{r_e} \right)] + \mu_h r_h [1 - \exp\left( -\frac{t}{r_h} \right)] \right] \]  \hspace{1cm} (1)

where \( e \) is the charge of an electron, \( N_v \) is the number of initial charge carriers, \( w \) is the width of the detector, \( V \) is the bias voltage, \( \mu \) is the mobility, \( \tau \) is the carrier lifetime and the \( e \) and \( h \) subscripts represent electrons and holes, respectively. Charge carriers will only contribute to the induced charge during their drift times:

\[ t_e = \frac{(w - x_o) w}{\mu_e V} \quad \text{and} \quad t_h = \frac{x_o w}{\mu_h V} \]  \hspace{1cm} (2)

where \( x_o \) is the interaction location measured from the cathode. Due to the significant difference in the mobility of electrons and holes, different interaction locations of \( \gamma \)-rays in the detector lead to variable contributions from electrons and holes, thereby producing variable pulse-shapes. The shape of charge pulses can be further influenced by the rise-time of the charge-sensitive preamplifier whose transfer function can be expressed as:

\[ \frac{V(s)}{Q(s)} = -\frac{A}{s r_d + 1} \frac{s r_e + 1}{s r_e + 1} \]  \hspace{1cm} (3)

where \( A \) is the gain of the system, \( r_r \) is the rise-time of the preamplifier, \( r_d \) is the decay-time of the preamplifier and \( s \) is the Laplace variable. We used the \( z \)-transform of the transfer function to calculate the preamplifier output pulses in the discrete time domain.
Figure 1. (A) Simulated preamplifier output pulses. A trigger on the electron component of the pulses minimizes the time jitter due to the larger slope of the electron component of the pulses and avoids the large time-walk error due to the change in the slope of the pulses. (B) Pulses after a timing filter with 10 ns integration time constant and 50 ns differentiation time constant. In spite of the constant slope of the electron component of the original preamplifier pulses, the slope and amplitude of the filtered pulses varies from event to event, depending on the amount of electron component. (C) Normalized filtered pulses and a typical constant-fraction discriminator equal to 40 % of the pulses’ amplitudes. A time-walk error due to the variable rise-time of the pulses results. The error can be reduced by lowering the discriminator level.

Figure 1(A) shows noiseless preamplifier output pulses calculated for interactions at different locations in a 1-mm thick CdTe detector operating at 100 volt of bias voltage. The rise-time and decay-time of the preamplifier were, respectively, 5 ns and 80 μs and the charge transport parameters were $\mu_e=950 \, (\text{cm}^2\text{V}^{-1}\text{s}^{-1})$, $\mu_h=73 \, (\text{cm}^2\text{V}^{-1}\text{s}^{-1})$, $\tau_e=1.2\times10^{-6} \, (\text{s})$ and $\tau_h=4.6\times10^{-6} \, (\text{s})$, according to the data published for CdTe crystals grown by Acrorad Ltd., Japan (Iniewski 2010). When actual preamplifier pulses are fed into a time discriminator circuit, there are two main sources of timing errors in marking the arrival-time of pulses:
jitter and walk. Jitter is the time uncertainty that is caused by the electronic noise and statistical fluctuations of the detector’s pulses in crossing the threshold level of the timing discriminator. If $\sigma_n$ is the root-mean square (rms) value of the electronic noise superimposed on the pulse and $dV/dt$ is the slope of the pulse when its leading-edge crosses the discriminator threshold level, the timing resolution due to the electronic noise is given by the noise-to-slope ratio as (Wilmshurst 1985):

$$\sigma_t = \frac{\sigma_n}{(dV/dt)} .$$

(4)

As seen in figure 1(A), the slope of the electron-component of the pulses is much higher than that for the hole-component of the pulses, leading to smaller time jitter. The time-walk error is the time movement of the output time pick-off relative to the input pulse due to the variations in the shape and amplitude of the input pulses. From Figure 1(A) one can see that a large time-walk happens when the trigger level lies on the hole-component of the pulses, and thus, minimization of both jitter and time-walk errors dictates to set the trigger on the electron component of the pulses. Although due to the finite range of primary electrons in the detector practically all pulses contain some contribution from electrons (Nakhostin and Esmaili-Torshabi 2015), pulses resulting from interactions close to the anode may contain a small electron component that means the discriminator level should be set as low as possible. However, the lower level of a discriminator is practically limited by the level of electronic noise. Therefore, the use of a timing filter is necessary to reduce the noise level while maintaining the pulses’ slope. In the discrete time domain, a timing filter can be implemented by using digital differentiator and integrator algorithms. If one assumes the preamplifier pulses are sampled with a sampling interval of $\Delta T$, from the z-transfer function of an RC integrator, the following recursive formula can be obtained for a digital integrator:

$$y[n] = \alpha \cdot x[n] + (1 - \alpha) \cdot y[n-1],$$

(5)

where $x[n]$ is the sampled preamplifier pulse, $y[n]$ is the integrated pulse, $n$ is the sample index and $\alpha$ is a constant given by $\Delta T/(\Delta T + \tau)$ in which $\tau$ is the integration time constant of the integrator. Similarly, a recursive formula for a digital differentiator was obtained as:

$$z[n] = \beta \cdot z[n-1] + \beta \cdot (y[n] - y[n-1]),$$

(6)

where $z[n]$ is the differentiated pulse, $y[n]$ is the input pulse and $\beta$ is a constant given by $\tau_i/(\Delta T + \tau_i)$ in which $\tau_i$ is the differentiation time constant. The effect of timing filter with
typical integration time constant of 10 ns and differentiation time constant of 50 ns is shown in Figure 1(B). The timing filter shortens the duration of pulses according to the differentiation time constant of the filter but if the duration of the fast component of the pulse is shorter than the differentiation time constant, the leading-edge of the pulse ends before the time constant of the differentiator and the hole-component appears in the trailing-edge of the pulse. For pulses with large electron-component, the leading-edge of the filtered pulse continues until the differentiator cuts the pulse. Therefore, pulses with a small electron-component show a shorter rise-time than pulses with larger electron-component. On the contrary, the amplitude of the pulses reduces with decreasing the contribution of electrons that consequently reduces the signal-to-noise ratio of the filtered pulses. The variations in the rise-time and amplitude of the filtered pulses result in time-walk error. By using a standard CFD, the error due to the variations in the amplitude of the pulses is effectively removed but the error due to the variations in the rise-time of the pulses remains. This is shown in Figure 1(C) where the filtered pulses are normalized to mimic the behaviour of a constant-fraction discriminator. It is apparent that, in spite of the constant slope of the electron-component of the original preamplifier pulses, the slope of the filtered pulses varies from event to event, depending on the amount of electron component. This produces a time-walk error which can be reduced by lowering the discrimination threshold but this is ultimately limited by the signal-to-noise ratio of the pulses, i.e. the amount of electron component. In standard analog pulse timing with semiconductor detectors, the time-walk is minimized by setting the shaping delay on the analog CFD less than the minimum rise-time of the filtered pulses to make the zero-crossing time of the CFD pulse early in the pulse lifetime. This mode of CFD operation is called the amplitude and rise-time compensated (ARC) mode and was originally used with germanium detectors (Chase 1968, Cho and Chase 1972).

3. Experimental results

3.1. Experimental setup

The experimental setup consists of a planar CdTe detector (5×5×1 mm³) placed against a LaBr₃(Ce) scintillator detector. The CdTe detector has Ohmic contacts (platinum electrodes), fabricated by Acrorad Ltd., in Japan. The detector was used with a fast charge-sensitive preamplifier (model A250 from Amptek Inc). The preamplifier has a rise-time of 2.5 ns at
zero input capacitance. The CdTe detector was operated at room temperature with a bias 
voltage of 100 volt. Under these operating conditions, the leakage current of the detector 
was 80 nA and the capacitance of the detector was 2 pF. The LaBr₃(Ce) detector has a 
cylindrical shape of 1" diameter by 1" height, coupled to a Hamamatsu photomultiplier tube 
of type H10570. The time resolution of the LaBr₃(Ce) was separately measured to be 380 ps 
(FWHM) for 511 keV γ-rays. The details on the procedure of time pick-off from the LaBr₃(Ce) 
detector’s signals can be found in a previous study (Nakhostin et al 2014). The coincidence 
measurements were taken with a ²²Na point source (1.6 MBq) placed close to the CdTe 
detector and at a distance of about 5 cm from the LaBr₃(Ce) detector. The outputs of the 
preamplifier and the photomultiplier tube were simultaneously digitized by means of a fast 
waveform digitizer with 10-bit resolution at 1 GS/s sampling rate (model DC252HF from 
Agilent Technologies Inc). The digitizer was triggered by signals from the LaBr₃(Ce) detector 
and thus all coincidence events were recorded regardless of the shape and energy of pulses 
from the CdTe detector. In order to maximize the signal-to-quantization noise ratio, the 
preamplifier’s output before feeding into the digitizer was amplified with a fast no-shaping 
amplifier so that the outputs for 511 keV γ-rays covered almost 80 % of the one volt input 
range of the digitizer. Four sets of coincidence signal waveforms, each containing 
approximately 2500 coincidence events, were acquired and transferred to a personal 
computer for offline analysis with a program written in MATLAB programming environment.

3.2. Digital pulse processing methods
The digital time pick-off was carried out in a similar manner to the method described in the 
simulation approach by using a digital version of the timing filter (Eq. 5 and Eq. 6) and a 
digital CFD. The digital CFD algorithm searches for the maximum digitized value of a filtered 
pulse and sets a threshold based on a predefined fraction of the maximum value. The pulse 
is then analysed to determine when it initially crosses the threshold and the crossing time is 
taken as the arrival-time of the pulse. The arrival-time of the pulse is linearly interpolated if 
it falls between the signal samples (Nakhostin et al 2008). In regard to the LaBr₃(Ce) 
detector, the pulse arrival-time is marked directly with the digital CFD. The pulse processing 
steps for the extraction of energy information from sampled preamplifier pulses included a 
digital baseline correction followed by a digital semi-Gaussian pulse shaper (Nakhostin 2011) 
to minimize the effect of the electronic noise.
3.3. Energy scale calibration

Figure 2 shows the pulse-height spectra of 662 and 511 keV γ-rays acquired by the digital processing of the CdTe detector’s pulses. The shaping time constant of the pulse shaper is 2.5 μs. It is apparent that the full-energy peaks have asymmetric shapes with a tail toward the low energy range which is due to the charge-trapping effect. Several analytical functions have been proposed to account for the peak shape observed with CdTe detectors (Gunnink and Arlt 2001, Redus et al 2009). The model proposed by Gunnink and Arlt contains a central Gaussian component, an exponential term for the peak tail and a constant that accounts for background counts. The analytical expression is given by:

\[ f(E) = a_3 + a_4 \exp[a_5(E-a_3)] + a_6 \exp[-(E-a_3)^2] \]

where \( E \) and \( a_n \) denote the energy of interaction and fitted parameters, respectively. The relative energy resolution can be then derived as the ratio of FWHM=2.35\( a_5 \) to the peak centre, \( a_3 \). The least-squares fit of Eq. 7 to the 511 keV peak yields \( a_3 \) and \( a_5 \) as \( a_3=511.97\pm3.00 \) and \( a_5=14.89\pm2.04 \) from which a relative energy resolution of 4.83±0.66 % (FWHM) was calculated. The uncertainty in the relative energy resolution was calculated by adding the fractional uncertainties in \( a_3 \) and \( a_5 \), as obtained from the least-squares fit, in quadrature. The same procedure was applied to 662 keV peak and an energy resolution of 3.39±0.20 % was obtained. By using the 511 and 662 keV energy peaks, the energy scale of the system was calibrated and an energy window from 300-550 keV was set for the timing measurements.

![Figure 2. The pulse-height spectra of 662 and 511 keV γ-rays, measured with the CdTe detector biased at 100 volt. The fit of Eq. 7 to the 511 keV peak is also shown. The R-square of the fit is \( R^2=0.93 \). The energy resolution of the detector at 511 keV is 4.83±0.66 % (FWHM).](image-url)
3.4. Timing performance

Figure 3 shows sample pulses representing γ-ray interactions at different locations in the detector. The charge transport times are reflected in the leading-edge of the pulses. By using the data published for the charge transport parameters of CdTe crystals fabricated by Acrorad Ltd (Iniewski 2010), the electron and hole transit times at room temperature are calculated to be, respectively, 0.105 μs and 1.370 μs at a bias voltage of 100 volt.

![Figure 3. Sample preamplifier pulses from the CdTe detector. The interactions at the surface of the cathode and anode represent, respectively, pure electron and hole signals.](image)

The time spectrum was obtained as histogram of the calculated difference in the arrival-times of pulses from the CdTe and LaBr₃(Ce) detectors. Due to the superior time resolution of the LaBr₃(Ce) detector, the FWHM of the time spectrum is considered to be entirely due to the time resolution of the CdTe detector. To mark the arrival-time of pulses from the CdTe detector, we set the CFD threshold level at 10 % of the amplitude of each filtered pulse and, by using a trial-and-error procedure, the integration time constant of the timing filter was optimized for various differentiation time constants. It was found that a small integration time constant of 5 ns gives the best result for all the differentiation time constants but the time resolution strongly varies with the differentiation time constant. Figure 4 shows the time spectra obtained by using 10 ns and 250 ns differentiation time constants. The time spectra have an asymmetric shape that can be well fitted with an exponentially modified Gaussian function (Origin 2010). The FWHMs of the fitted functions indicate that by decreasing the differentiation time constant from 250 ns to 10 ns, the time resolution improves from 8.22±0.12 ns (FWHM) to 4.01±0.32 ns (FWHM). However, it is immediately clear that this is
achieved at the expense of a significant loss in the number of recorded coincidence events (~50 %). Figure 5 shows the effect of the differentiation time constant on the number of recorded coincidence events. The number of events was calculated as the number of events lying in a coincidence time window of 30 ns around the centre of each peak. The number of recorded coincidence events increases by increasing the time constant of the differentiator and approaches its maximum value as the differentiation time constant is increased beyond after 250 ns. At smaller differentiation time constants, a significant number of coincidence events are lost so that with a differentiation time constant of 10 ns the coincidence measurement efficiency is less than 50 %. The loss in the number of coincidence events is explained by the fact that for a pulse with small electron component, a short differentiation time constant results in a pulse with poor signal-to-noise ratio. The event then may be lost by a false triggering of the CFD on the baseline noise as shown in figure 6. The effect of false triggering can be reduced by increasing the CFD fraction but the time resolution significantly degrades due to the increase in the time-walk error and also larger noise-to-slope ratio. The improvement in the time resolution at small differentiation time constants is also due to the rejection of slow pulses that has obviously serious consequences in PET applications and may explain why the reported sensitivities of the prototype PET systems are less than the theoretically expected values (Ishii et al 2007, Morimoto et al 2011).

**Figure 4.** The time spectra obtained with 10 ns and 250 ns differentiation time constants. In both spectra, the integration time constant was 5 ns and the CFD fraction was 10 % of the amplitude of the pulses. The time resolution degrades from 4.19±0.02 ns (FWHM) to 8.19±0.05 ns (FWHM) by increasing the differentiation time constant of the timing filter from 10 ns to 250 ns. The time spectrum with 250 ns differentiation time constant has an asymmetric shape with a FWTM of about 15 ns.
Figure 5. The effect of the differentiation time constant on the number of recorded coincidence events. About 50 % of the coincidence events are lost when the differentiation time constant is only 10 ns.

Figure 6. The effect of differentiation time constant and CFD fraction on the efficiency of coincidence measurements. (A) The raw preamplifier pulses with a small electron-component, (B) The normalized pulses after a differentiator with 10 ns time constant. A CFD fraction of below 40 % lies in the noise level and some events are lost. (C) The normalized pulses after a differentiator with 250 ns time constant. With 250 ns of differentiation time constant, the signal-to-noise ratio significantly improves and a CFD fraction of 10 % of pulse amplitude is well above the noise level.
Another important parameter in the time response of CdTe detectors is the shape of the
time spectrum. One can see in figure 4 that the time spectrum has an asymmetric shape with
a tail in its right side. The asymmetric shape of the time spectrum results from time-walk of
the CFD output as it was discussed in the simulation results. The tail of the spectrum can be
quantified by its full-width at tens-maximum (FWTM). The FWTM of the time spectrum
obtained with 250 ns differentiation time constant is about 15 ns that leads to the loss of
coincidence events when a time window based on the FWHM of the spectrum is set. In
addition to jitter and walk, timing errors may also result from the imperfections in the
electronics system such as inadequate resolution and sampling rate of the digitizer.
However, these effects are assumed to be negligible in the current study based on the
results of our measurements with fast scintillator detectors (Nakhostin et al 2014).

4. Performance improvement of the detector

4.1. The pattern recognition method

It was shown in the previous sections that the time response of CdTe detectors is affected by
the time-walk error resulting from variable rise-times of the filtered pulses. Since the rise-
time of a filtered pulse depends on the contribution of electrons in the induced charge pulse,
the information in the time profile of the preamplifier pulses can be used to quantify the
amount of time-walk. In the past, pulse-shape discrimination methods such as rise-time
measurement and double pulse shaping technique have been used to discriminate between
pulses of different rise-time (Richter and Siffert 1992, Seino et al 2011). Here, we have used
a simple similarity measure to accurately quantify the pulse-shape information. Similarity
measures are powerful pattern recognition techniques for quantifying the similarity between
data sets presented by vectors. Many similarity measures have been proposed for different
applications among which the cosine similarity measure is a popular choice due to its simple
implementation (Cha 2007). This method has been already implemented in analog domain
by using several peak-sensing ADCs (Takenaka et al 1998). The cosine similarity measure
calculates the angle between two vectors \( X \) and \( Y \) as:

\[
\cos(\theta) = \frac{X \cdot Y}{\|X\|\|Y\|} = \frac{\sum_{i=1}^{g} x_i y_i}{\sqrt{\sum_{i=1}^{g} x_i^2} \times \sqrt{\sum_{i=1}^{g} y_i^2}}
\]

(8)
where $X \cdot Y$ is a scalar product of the vectors, $|X|$ and $|Y|$ are, respectively, the norm of the vectors, $x_i$ and $y_i$ are the elements of the vectors, $p$ is the number of vector’s elements and $\theta$ is the angle between the two vectors. The parameter $\cos(\theta)$ reflects how similar are the shape of the two vectors with $\cos(\theta)=1$ for identical vectors. Our approach for quantifying the variations in the shape of pulses from CdTe detectors is based on the calculation of the similarity between sampled preamplifier pulses and an ideal reference pulse, $R(t)$ shown in figure 7. The reference pulse is synthetized according to a γ-ray interaction at the surface of the cathode under no charge-trapping effects as:

$$R(t) = \begin{cases} \frac{\mu_e v}{w^2} t & 0 \leq t \leq \frac{w}{\mu_e v} \\ 1 & t > \frac{w}{\mu_e v} \end{cases}$$  \hspace{1cm} (9)$$

where $\mu_e$ is the mobility of electrons, $V$ is the bias voltage (100 volt), $w$ is the detector’s thickness (1 mm) and $t$ is the time. The mobility of electrons was assumed to be 950 cm$^2$V$^{-1}$s$^{-1}$ according to the data reported for the same CdTe crystals (Iniewski 2010). For a better illustration of the difference in the shape of the pulses, the pulses shown in figure 7 are normalized to their amplitudes but in the calculations no normalization is required. The similarity measure is calculated by using the samples of $R(t)$ and the pulse under analysis that lie in a time interval starting from a constant-fraction of pulses’ amplitudes and ending after a fixed time interval equal to the maximum charge collection time (1370 ns). Figure 8 shows the simulation results for the variations of the time pick-offs against the similarity measure. The simulated preamplifier pulses were generated for a uniform distribution of interaction locations along the detector’s 1 mm gap and the time pick-offs were calculated according to the pulse timing model described in the previous section (CFD fraction 10 %, integration time constant 5 ns and differentiation time constant 250 ns). These results show that the relation between the CFD output and the similarity measure is not linear. It is also apparent that in spite of a uniform distribution of the interaction points along the detector’s gap, the number of events in the lower range of the similarity measure is less than the number of events in the upper range which means the similarity measure does not linearly increase with the amount of electron-component. Moreover, in spite of the difference in the shape of the pulses, the same similarity measure is obtained for the events whose hole-component only lies in the time interval used for the similarity measure calculation. The number of such events can be reduced by lowering the CFD fraction that determines the start of the time interval though this
is practically limited by the level of electronic noise. In our measurements, a CFD fraction equal to 15% of the amplitude of the pulses was used as it is well above the noise level for pulses in the energy range of 300-550 keV.

Figure 7. The reference pulse (shown in black) together with some examples of the detector’s pulses. The similarity measure is calculated by using the pulses’ samples in a time window of 1370 ns, starting from 15% of the pulses’ amplitudes.

Figure 8. The difference between the calculated time pick-off and the actual start-time of the simulated pulses against the similarity measure. It is seen that (1) the timing error is not a linear function of the similarity measure, (2) the number of events in the lower range of similarity measure is less than those in the upper range, and (3) for a non-zero CFD fraction, that is the real case, the same similarity measure is obtained for the pulses whose slope change happens outside of the time interval used for the similarity measure calculation.
4.2. Time resolution improvement

4.2.1. Time-walk correction

Figure 9(A) shows the scatter plot of the measured time difference between the two detectors against the similarity measure of the CdTe detector’s pulses. In the measurements, the differentiation time constant of the timing filter was 250 ns and the CFD threshold was 10 % of a filtered pulse’s amplitude to guarantee a detection efficiency close to 100 %. One can see that a strong correlation exists between the similarity measure and the time difference between the coincidence pulses. Polynomials of different orders were examined to describe the correlation and it was found that a third order polynomial function well describes the data as assessed by the $R^2$-square value of the fit ($R^2=0.92$). The fit function was obtained as:

$$T(S) = 1821.3619S^3 - 2792.0560S^2 + 373.1898S + 652.2907$$

where $T$ is the time difference and $S$ is the similarity measure. It is also observed that some events at the lower range of the similarity measure do not follow the overall trend. These are events whose holes-component only lies in the time interval used for the similarity measure calculation (see Figure 8). Eq. 10 was used to correct for the time-walk error of the CFD output as $CFD_c=CFD+(T(1)-T(S))$, where $CFD_c$ is the corrected time pick-off and CFD is the initial time pick-off for the CdTe detector’s pulses. The corrected scatter plot is shown in figure 9 (B). The corrected scatter plot was also fitted with a linear function. The fit function, $T(S)=-2.492S+57.47$, indicates that the time-walk over the whole range of similarity measure is reduced to less than 250 ps. Figure 10 shows the corrected and the original time spectra. The corrected spectrum is well fitted with a Gaussian function ($R^2=0.98$). The FWHM of the time spectrum improves from $8.22\pm0.12$ ns to $3.82\pm0.02$ ns and the FWTM improves from 15 ns to 7 ns.
Figure 9. (A) The scatter plot of the measured time difference between the two detectors against the similarity measure of the CdTe pulses. The strong correlation between the time pick-off of CdTe pulses and the similarity measure is apparent and is well described with a third order polynomial ($R^2=0.92$). (B) The corrected scatter plot. A linear fit to the corrected data yields a function with a very small slope, indicating the insignificance of the time-walk error.

Figure 10. The time spectra before and after the time-walk correction. The time resolution improves from 8.22±0.12 ns (FWHM) to 3.82±0.02 ns (FWHM) while full detection efficiency is maintained. The corrected spectrum is more symmetric and its FWTM improves from 15 ns to 7 ns.

4.2.2. Time-walk correction with minimization of time jitter

The simulation results showed that filtered pulses exhibit a variable slope, depending on the contribution of electrons to the pulses, and thus, in addition to time-walk, the amount of
time jitter will also vary from event to event for a fixed CFD fraction. This means that the jitter can be reduced by applying a CFD fraction according to the shape of the pulse as reflected in the similarity measure. To do so, the pulses were divided into five groups of similarity measures and the CFD threshold was optimized for each group. The timing filter parameters were 5 ns of integration and 10 ns of differentiation. The choice of small differentiation time constant is because the effect of leakage current noise reduces at smaller differentiation time constants. The effect of the small differentiation time constant is then compensated by applying a sufficiently high CFD threshold to avoid false triggering on the baseline noise. The results of CFD optimization for each group of pulses are shown in figure 11. The optimum CFD fraction for slow pulses $(0.9 \leq S \leq 0.92)$ is 60 % compared to 18 % for fast pulses $(0.98 \leq S \leq 1)$. The best time resolution is achieved for the fast pulses as $2.69 \pm 0.04$ ns (FWHM). To obtain the overall time spectrum, the centroids of all time spectra, determined by fitting Gaussian functions, were aligned by adding a correction factor to the CFD outputs of each group of pulses. The resulting time spectrum is shown in figure 12. The time spectrum has a time resolution of $3.29 \pm 0.10$ ns (FWHM) which shows more than sixty percent improvement over the original time spectrum $(8.22 \pm 0.12$ ns). This timing performance is in the same range or superior to that of slow scintillators such as sodium iodide (NaI(Tl)) and bismuth germinate (BGO) (Eriksson et al 2004).

![Figure 11](image-url)

**Figure 11.** The scatter plots of the time pick-off against the similarity measure for five groups of pulses of similarity measure before and after the optimization of CFD fraction for the minimization of time jitter. The best time resolution for the fastest pulses is obtained as $2.69 \pm 0.04$ ns.
4.3. Energy resolution improvement

In compound semiconductor detectors with planar geometry the energy resolution is mainly limited by the poor charge transport properties of holes. As a result of the small mobility and short lifetime of holes, a fraction of hole charge carriers may be lost during their transit to the cathode. The amount of charge-loss depends on the drift distance of holes, which is determined by the interaction location of γ-rays. Since the shape of pulses reflects the interaction location of γ-rays, information on the amount of charge-trapping can be extracted from the shape of pulses as quantified by the cosine similarity measure. Figure 13(A) shows a scatter plot of the amplitude of the pulses against the similarity measure for a $^{137}$Cs source. The horizontal streak on the top side of the figure represents the full energy deposition events. The amplitude of the full-energy deposition events decreases with decreasing the similarity measure, reflecting a strong correlation between the amount of charge-trapping effect and the similarity measure. It was found that the correlation is best described with a second order polynomial as assessed by the $R^2$-square value of the fits ($R^2=0.94$). The fit function was obtained as:

$$ E(S) = -1744S^2 + 3665S - 1465, \quad (11) $$

where $E$ is the amplitude of the pulses and $S$ is the similarity measure. This relation was used to correct the amplitude of pulses acquired with both $^{22}$Na and $^{137}$Cs γ-ray sources. The charge-trapping effect was corrected as $A_c(S)=A(S)+[E(1)-E(S)]$, where $A_c$ is the corrected
amplitude of the pulse and $A$ is the measured amplitude of the pulse. The corrected scatter plot is shown in figure 13 (B). The corrected energy spectra of $^{137}$Cs and $^{22}$Na are shown in figure 14. The energy resolution for 662 keV γ-rays improves from 3.39±0.07 % to 2.01±0.02 % (FWHM) and for 511 keV γ-rays the energy resolution improves from 4.83±0.66 % to 2.78±0.002 % (FWHM). It is worth mentioning that the correction of charge-trapping effect also has an effect on the number of recorded coincidence events. Since the charge-trapping effect shifts the energy spectrum to the low energy range, by correcting the charge-trapping effect, the number of events lying in the energy window 300-550 keV increases by 3.61 %.

Figure 13. (A) The scatter plot of the outputs of the digital semi-Gaussian filter against the similarity measure. A strong pulse deficit as a function of the similarity measure is apparent, which is represented by a second order polynomial. The $R$-square of the fit is $R^2=0.94$. (B) The scatter plot after the pulse-height correction.

Figure 14. The corrected energy spectra of $^{22}$Na and $^{137}$Cs. The energy resolutions at 511 and 662 keV energy lines as determined by Gaussian fits are, respectively, 2.78±0.002 % (FWHM) and 2.01± 0.02 % (FWHM).
5. Discussion

5.1. Prospects for further improvements

The obtained time resolution of 3.29±0.10 ns (FWHM) is in the range of the time resolution of slow scintillator detectors used for PET imaging but obviously further improvement of time resolution will make CdTe detectors more attractive for PET imaging. As it was already discussed this time resolution is practically limited by the level of electronic noise. The electronic noise basically results from three main components: thermal, shot and 1/f noise. The thermal noise results from the input transistor of the preamplifier, the shot noise arises from the detector leakage current and the 1/f noise results from the input transistor and the lossy dielectrics in the front-end. Studies have shown that in Ohmic contact CdTe detectors, operating at room temperature, the shot noise entirely dominates the other sources of electronic noise. We have confirmed this for our detector by measuring the rms value of baseline noise at different bias voltages. At zero bias voltage, the detector’s leakage current is non-existent and the noise is due to the thermal and 1/f noise. As the voltage increases the rms value of electronic noise increases due to the leakage current. The rms value of noise at 100 volt increases by a factor of six which shows the leakage current dominates the thermal and 1/f noise. Several studies have shown that leakage current can be significantly reduced by a moderate cooling of the detector. For example, Chirco et al. showed that down to 5°C the noise continuously reduces by cooling the detector (Chirco et al. 1996). Redus et al. suggested an optimal temperature of approximately 0°C (Redus et al. 1996). The measurements by Kastlander and Bargholtz showed that below 0°C the leakage current reduces to less than 0.5 nA as compared to 100 nA at room temperature (Kastlander and Bargholtz 2008). Therefore, further improvement of time resolution would be possible by reducing the leakage current through cooling. Indeed, an improvement of time resolution by a factor of two has been already reported with moderate cooling of TlBr detectors (Hitomi et al. 2011) though the leakage current in TlBr is considerably lower than that in Ohmic contact CdTe detectors. The results of our study suggest that a sub-nanosecond time resolution could be achieved by reducing the rms value of noise by a factor of 3.5. This is feasible by combining the effects of detector cooling, capacitance matching between the detector and input transistor of the preamplifier and minimization of the stray capacitances between the detector and preamplifier. A sub-nanosecond time resolution makes the CdTe detectors attractive for time-of-flight (TOF) PET applications as well. According to the framework developed for TOF
PET (Budinger 1983), if the time resolution is improved to 1 ns, then for an object of 40 cm
the improvement in image SNR is about 1.632 as compared to non-TOF PET.

Another challenge in the use of CdTe and CdZnTe detectors in PET applications is imposed by
the relatively low coincidence detection efficiency of these detectors that has limited these
detectors mainly to PET imaging of small animals where high spatial resolution is a priority.
The intrinsic coincidence detection efficiency depends on several parameters such as the
atomic number and density, the length of crystal, packing fraction of detectors and also on
the coincidence time window and energy window settings (Peng and Levin 2010b). Our
method addresses the low coincidence efficiency of these detectors by improving the timing
and energy resolutions that can make these detectors suitable for clinical applications as
well. Moreover, the method can be applied to high Z compound semiconductor γ-ray
detectors such as TlBr detectors.

5.2. Application to other detector geometries
Our timing analysis and performance improvement has been limited to planar Ohmic CdTe
detectors. Our approach is also applicable to strip detectors in which the small pixel effect is
negligible, i.e. strip’s width is comparable to the detector thickness. However, pixilated and
strip detectors with small pixel effect have also attracted some interest for PET applications
(Vaska et al 2007, Peng and Levin 2010, Groll et al 2017). In such structures, due to the small
pixel effect, the pulse induced on the pixels or strips is entirely due to the motion of
electrons at the vicinity of the anode and exhibits larger slopes than that in planar geometry
as dictated by the distribution of weighting potential (Barrett et al 1995 and Zumbiehl et al
2001). Moreover, in such detectors, the leakage current is divided between the pixels or
strips resulting in lower shot noise. The combined effects of lower noise and larger slope
leads to smaller time jitter error as compared to that for planar detectors. However, the
timing performance is significantly limited by the fact that the electrons need to travel from
the interaction location to the vicinity of the collecting electrode before they can give rise to
an output pulse. Due to the random interaction location of γ-rays in the detector’s bulk, the
drift time will be variable and this will significantly affect the time resolution. In fact, the
timing measurements with pixel detectors have shown time resolutions above 20 ns
interaction location is reflected in the shape of induced pulses on the cathode, our pattern
recognition method could be also used to obtain information on the drift time of electrons, thereby correcting for the measured times of interactions.

6. Summary
In this paper, the timing performance of a planar CdTe detector with standard pulse timing method of semiconductor γ-ray detectors was studied through simulation and experimental measurements. It was shown that the timing performance is limited by (i) the time jitter mainly results from the leakage current of the detector, (ii) the time-walk error due to the variations in the electron component of the pulses that also produces a tailed time response and (iii) the loss of coincidence events when the parameters of the timing method are adjusted for the best time resolution. A simple cosine similarity measure was employed to quantify the variations in the shape of the pulses, thereby correcting for the time-walk error and minimizing the time jitter through the application of a variable threshold CFD timing method. The time resolution of a 1-mm thick CdTe detector was improved from 8.22±0.12 ns (FWHM) to 3.29±0.10 ns (FWHM) for an energy range of 300-550 keV while a coincidence measurement efficiency close to 100 % was maintained. The correction also led to a symmetric time spectrum with FWTM of 6 ns from original 15 ns (FWTM). Moreover, the cosine similarity measure was used to correct for the charge-trapping effect and an energy resolution of 2.780±0.002 % at 511 keV was achieved. The prospect for further improvement of the time resolution and the application of the method to other detector structures were also discussed.
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