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Abstract

Time series analysis aims to extract meaningful information from data that has been generated in sequence by a dynamic process. The modelling of the non-linear dynamics of a signal is often performed using a linear space with a similarity metric which is either linear or attempts to model the non-linearity of the data in the linear space. In this research, a different approach is taken where the non-linear dynamics of the time series are represented using a phase space. Training data is used to construct the phase space in which the data lies on or close to a lower-dimensional manifold. The basis of the non-linear manifold is derived using the kernel principal components derived using kernel principal component analysis where fewer components are retained in order to identify the lower-dimensional manifold. Data instances are projected onto the manifold, and those with a large distance between the original point and the projection are considered to be derived from a different underlying process. The proposed algorithm is able to perform time series classification on univariate and multivariate data. Evaluations on a large number of real-world data sets demonstrate the accuracy of the new algorithm and how it exceeds state-of-the-art performance.
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1. Introduction

Time series data are derived from the measurement of an underlying phenomena and are represented as sequential instances of values that may occur individually (univariate), or concurrently (multivariate). They are generated in a broad range of domains such as aviation [1, 2], financial [3, 4], meteorological [5] and industrial monitoring [6]. Extraction of knowledge from a time series using machine learning or data mining methods can enable classification of current data instances, or the prediction of future instances. Several excellent survey articles have been published in this area, for example those by Fu [7] and Längkvist et al. [8].

A task that is often performed is the classification of cyclostationary time series data. Given a sequence of time series data which represents one cycle, the aim is to classify the sequence into the correct category of cycle. There are two approaches that are used to perform the task. One method uses a lazy-learning approach where testing data are compared to training data to determine similarity. No model is constructed during the training phase, however, during the testing phase a window of test data is compared to windows of the training data. A similarity metric, for example Euclidean distance, is used to determine the level of similarity. An alternative approach uses the time series as a representation of a dynamical system to construct a phase space. A model is created of the system from the training data set, and then a similarity metric is used to determine if test data instances were generated from the same underlying process.

This research takes the second approach where the aim is to construct a model of a dynamical system using a phase space. The model is then used to identify test data instances that were generated by the same process. State of the art is extended in the following way:

• A univariate time series is represented as a dynamical system using a phase space. The lower-dimensional manifold on which the data lies on or close to is determined using kernel PCA. The similarity of a test data instance to the dynamical system is determined by projecting the data instance onto the manifold and determining the error in its reconstruction.

• The algorithm is extended to operate on multivariate time series using horizontal form SSA. The algorithm extracts the most important information from the multivariate streams by identifying the lower-dimensional manifold that the data lies on or close to.

• A detailed evaluation of the algorithm on both univariate and multivariate real-world time series is pro-
This paper is organized as follows. Section 2 examines the related research in the area of time series classification. The proposed algorithm is presented in detail in Section 3. Section 4 then examines the performance of the proposed algorithm on a large number of real-world datasets. The final part of this section includes a discussion on the performance of the proposed and benchmark algorithms. Finally, Section 5 provides conclusions and recommendations for future work.

2. Related work

In this section, a review of the current work related to machine learning on univariate and multivariate time series is presented. This is divided into two sections, univariate time series, which consists of one stream, and multivariate time series which consists of multiple streams which share a temporal dimension.

2.1. Univariate Time Series

A univariate, real-valued time series, defined as \( x = \{ x(n) : n = 1, \ldots, N \} \), is an ordered set of \( N \) real-valued variables. This type of time series is typically generated from measurements by a sensor of a latent dynamical system, an example of which is a sensor monitoring the pressure of water in a component of a power station. Time series classification is a well-researched area. There are many proposed approaches to classify cyclostationary univariate data which can be categorized as: time domain measures, distance, difference, dictionary, shapelets, interval, ensembles, image-related and time delay embedding.

A common approach to time series classification is to use distance in the time domain. An example of this is the Euclidean distance (ED) metric which uses each measurement in the time series as a point in Euclidean space, with the distance between points being the similarity metric using \( L_p \) norms such as the Euclidean distance. The performance of Euclidean distance is often used as a lower bound on the achievable performance. An advantage of the approach is that there are no parameters to be determined, and this is a criticism of more complex algorithms such as Singular Spectrum Analysis (SSA) that require a number of parameters to be determined. However, there are methods to determine optimal or near optimal parameters if there is a labelled training dataset, and it can be advantageous to use more complex algorithms if they can be shown to have superior performance. There is a drawback in the Euclidean distance approach; performance can decrease if the cycles in the time series are not aligned.

Elastic measures can overcome the drawback of misalignment by aligning segments before computing the distance between them. In dynamic time warping (DTW), the sequences are stretched in the temporal dimension in order to align them, before the Euclidean distance is calculated. In order to prevent significant stretching to align time series, a locality constraint can be added, constrained DTW (cDTW), which limits the amount of stretching between subsequent elements in a sequence. cDTW has been shown to have better performance than DTW for certain classification problems. Many extensions to DTW have been proposed. These include weighted DTW (WDTW), which adds a multiplicative penalty based on the warping distance between points in the warping path and derivative DTW, where the series is first transformed into a series of first order differences. Another elastic measure, Time-Warp-Edit (TWE), uses elements from DTW and the longest common subsequence to allow warping the temporal domain while combining a distance metric using \( L_p \) norms. Move-Split-Merge (MSM) uses a set of transformations to provide an alternative representation of the time series that is robust to temporal misalignment and is translation invariant.

Differential distance-based classifiers use the difference between data instances to derive an alternative set of features. Complexity-Invariant Distance (CID) introduces the notion of the complexity of a time-series, where a complex series has many more peaks and troughs than a less complex one. The more complex the sequence, the greater the distance between pairs of time series. Information about the complexity differences between two time series is used as a correction factor to existing distance measures.

Dictionary-based approaches reduce the dimensionality of a time series by deriving subsets of features which are represented by words. Similarity is then measured by deriving the words from a test sample and comparing with those derived from the training samples. A sliding window is used and a word from an alphabet is assigned to the section. Sax-based Vector Space Model (SAX-VSM) uses symbolic aggregate approximation (SAX) to provide a high level symbolic representation of a time series and Vector Space Model (VSM) to transform the SAX words into class-characteristic weight vectors with the classifier constructed using cosine similarity. Bag of Patterns (BoP) applies SAX to a window of data to construct a dictionary of words for the time series. Classification occurs by applying the same transform and using the nearest neighbour in the training set to determine the classification label.

Shapelets aim to compare small subsequences of a cycle of a time series. Many classifiers consider the entire cycle, however. Shapelets take a different approach and aim to use local features to provide more accurate and robust classifiers when there is noise in the data. By using small subsequences of a cycle, shapelets can be significantly faster at classification time than other state-of-the-art approaches. The first shapelets were proposed by Ye et al. in the form of Logical Shapelets (LS). Fast Shapelets (FS) increase the speed of shapelet discovery using SAX words and random projection to reduce the dimensionality of the data. Shapelet Transform...
(ST) \cite{22} discovers the top k shapelets and then uses them to transform the dataset into a new space. The distance of a series to each shapelet is used to form a k attribute instance in the transformation space. Learned time-series shapelet LTS \cite{23} propose a mathematical formulation of the shapelet task by using a classification objective function which is solved using a gradient descent search procedure to identify the shapelets. The approach does not search but rather learns the near-optimal shapelets.

Interval-based classifiers use the interval between contiguous data instances to derive an alternative representation of the time series. This causes a significant increase in the number of data instances in the series. Time Series Forests (TSF) \cite{24} uses a random forest approach with summary statistics (mean, standard deviation and slope) of each interval as the features. Time Series Bag of Features (TSBF) \cite{25} extends TSF and uses a random forest built from a bag-of-features. This has been extended to a multivariate form, MTSBF, Learned Pattern Similarity (LPS) \cite{26} uses the intervals as attributes instead of features.

A recent proposal is to extend the ensemble technique used in machine learning to that of time series classification. Ensembles use several classifiers for the data, determining the label via a voting scheme. In order for the ensemble to exceed the accuracy of its individual members, it is necessary to have diverse and accurate classifiers \cite{27}. In addition, weak learners can be boosted to strong learners in an ensemble \cite{28}. Bagnall et al. \cite{29} highlight the importance of an appropriate transformation in the time domain by using methods such as principal component analysis (PCA) and the autocorrelation function on the time series. Basic ensembles were constructed with the transformed data to classify time series. Results show that an appropriate transform in the time-domain can identify discriminatory features and that basic ensembles can significantly improve the performance of basic classifiers. Further research has been conducted on ensembles based on elastic distance measures (PROP) \cite{30}, shapelets (SE) and transformations (COTE) \cite{31}. In a recent extensive evaluation of the performance of 18 time series classification algorithms on the UCR dataset \cite{32}, COTE was shown to be significantly more accurate.

Another approach is to use a transformation in order to identify salient features to discriminate between classes. Recurrence Patterns Compression Distance (RPCD) \cite{33} uses recurrence plots as the representation domain for the time series. Recurrence plots are used in conjunction with the Campana-Keogh (CK-1) distance \cite{34} to determine the similarity between image representations. Gramian Angular Summation/Difference Fields and Markov Transition Fields (GGM) \cite{35} encodes a time-series using different types of images. Subsequently, tiled Convolutional Neural Networks are used to classify the images.

A model-based approach constructs a model of the training cycles with one model being constructed for each class. Testing cycles are then compared to this model in order to determine similarity. An approach is to use the time series as a representation of a dynamical system, constructing a model of the system. State space reconstruction is one such approach. It has two methods, Method of Delays (MOD) \cite{36} and SSA \cite{37}, which are theoretically equivalent but operate differently when the time series contains noise. The MOD approach uses an m-dimensional state vector \( x^m_k = [x_k, x_{k+p}, \ldots, x_{(m-1)p}]^T \) where \( p \) is a multiple integer of \( \tau \), and therefore the m entries are samples separated by a fixed period \( \tau \). SSA takes a slightly different approach where the state vector is derived from successive samples, which is equivalent to \( \tau = 1 \). The samples are then processed using PCA \cite{38} to reduce dimensionality by finding a basis that maximizes variance. This ensures that the most important concepts are retained, while the noise, which is assumed to be uniform, is removed. It has been shown that for noise free and limited data, the approaches are equivalent. However, for noisy data, SSA outperforms MOD \cite{39}. Both methods have been used to analyze univariate and multivariate time series. Broomhead and King \cite{37, 40} state that SSA is a more robust version of MOD \cite{39} to reconstruct the dynamics of a univariate time series.

Frank et al. \cite{41} propose an algorithm, Geometric Template Matching (GeTeM), which uses MOD in order to model univariate time series. The model is then used to perform the classification of periodic and cyclostationary time series. The time series are non-linear functions modelled in a linear space with a similarity metric based on a nearest neighbour (1-NN) in order to build non-linear properties into the algorithm. GeTeM is evaluated on the UCR Time Series Classification Archive \cite{42} and is shown to have superior performance to Euclidean distance, DTW and constrained DTW.

Non-linear spaces have also been used in order to represent the non-linear structure of the dynamical system. Ma and Perkins introduce two methods that rely on the support vector machine approach and use the kernel trick \cite{43} to project the data into a non-linear space. The first approach \cite{44} uses the phase space embedding approach of MOD and SSA to model the time series as a sequence of vectors. Anomaly detection is then performed using a one-class support vector machine that is able to identify subsequence anomalies in the form of discord. The second approach \cite{45} uses support vector regression to identify the anomalous instances in the time series. Another kernel-based method \cite{46} proposes a kernel which performs weighted DTW \cite{111} in kernel space. This is used in conjunction with one \cite{47}, two and multi-class \cite{35} support vector machines in order to classify cycles of data.

An alternative to using PCA in SSA is to use a non-linear subspace in order to model the non-linear dynamics. Teixeira et al. \cite{49} extend the use of kernel principal component analysis (Kernel PCA) to operate on univariate time series by generating the kernel matrix for the trajectory matrix of SSA, termed kernel SSA. This method is used in conjunction with an algorithm that is introduced.
to estimate the pre-image of a point in kernel space in order to denoise an Electroencephalogram (EEG) signal. This work is further discussed where kernel SSA is used with the pre-image to remove artefacts in univariate EEG signals. Liu et al. propose a method to perform anomaly detection on a univariate time series which uses either PCA, if the data is linear, or Kernel PCA if the data is non-linear, in order to model the dynamics of the data. From the model, trajectories of the time series are learned either using vector autoregressive or a probability density model. From this, an anomaly score is calculated which is the residual between the predicted and measure data instances.

2.2. Multivariate Time Series

A multivariate time series consists of two or more univariate time series which share the same temporal space. This is defined as $x = \{x_d(n) : d = 1, \ldots, D, n = 1, \ldots, N\}$.

The application of SSA to multivariate data is performed through horizontal form multivariate singular spectrum analysis. The block Hankel matrix is constructed in horizontal form in order to perform the analysis across all the streams. Applications include forecasting the economy or biometrics.

Tc class aims to take advantage of the recurring substructure that exists in many time series classification problems. Metafeatures are identified for a specific application domain in order to identify recurrent substructures. They are chosen so that they have important characteristics such as being robust to noise and capturing the important elements of the time series. In addition to metafeatures that are specific to a domain, a universal set of metafeatures are detailed which include elements such as increasing and decreasing signals. Once the metafeatures have been determined, they are applied to the training data to extract observed events with the testing data then being examined for these events.

Orsenigo et al. use a two-phase approach with a kernel method (TDVM). The first phase uses a robust similarity measure between pairs to convert the time series into sequences of the same length. The second phase uses a temporal variant of a support vector machine (SVM) which uses regularization to control the trade-off between two aspects. The first aspect is accuracy and generalization and the second aspect is the similarity of the time series.

Another approach by McGovern et al. (Motif) aims to identify key temporal motifs in each dimension due to a common consideration that many dimensions of the data may be irrelevant or redundant. The number of passes through the data is minimized by using efficient data structures such as a trie. The motifs are then ordered temporally and used to perform classification of the multivariate time series.

Symbolic Representation for Multivariate Time Series (SMTS) provides a symbolic representation generated from a random forest with a bag of words then being used to classify the time series. It can be used to classify univariate and multivariate time series. Learned Pattern Similarity (LPS) is a tree-based ensemble model which is shown to be fast and insensitive to parameter selection. The method operates on univariate and multivariate time series by learning a representation of segments in a time series and then uses a similarity metric based on the representation.

3. Non-linear Phase Space Modelling for univariate and multivariate time series

This research proposes an algorithm which uses a phase space to provide an alternative representation of the data derived from the underlying process. A phase space is a state space which is finite-dimensional consisting of an infinite number of points forming a smooth manifold. A phase space is able to model a deterministic dynamical system which contains the collection of possible states. Takens embedding theorem proved that the time-delayed versions of one generic signal is sufficient to embed the $m$-dimensional manifold.

In the case of time series classification, the dynamical system that is modelled is that of the time series. Using time-delayed versions, the phase space can be constructed from the 1-dimensional times series to form a manifold in $m$-dimensional space, where $m$ is the embedding dimension. A lower-dimensional manifold on which the data lies on or is close to is then identified using kernel PCA.

A phase space is constructed from the original time series using vectors of dimension $m$,

$$Y(t_i) = y(t_i), y(t_{i+1}), \ldots, y(t_{i+m}) \quad (1)$$

The sequence of points form a trajectory of the dynamical system which stays within a bounded area. Due to the periodic and temporal nature of a time series, the phase space exhibits non-linear dynamics in the form of curves. There are two methods to model these non-linear dynamics. The first is to operate on the data in the linear space and then use a non-linear metric to determine similarity allowing the modelling of non-linear concepts. Methods derived from SSA, such as GeTeM, operate in this manner. The second approach, and the one used here, is to model the non-linear dynamics in a non-linear space.

The data in the phase space forms a multidimensional data set which will, due to noise and redundancy, lie on or close to a lower-dimensional manifold. In the phase space, a lower-dimensional manifold that the data lies on or close to is identified using a non-linear dimensionality reduction method. The aim of this is two-fold; reduce noise and redundancy in data. Finally, similarity between the manifold and a test data instance is measured using the distance between the test point and its projection onto the manifold. Data instances that lie on or close to the manifold can be considered to have been generated by the
The matrix of a class.

The following sections detail the approach. Firstly the univariate version of Time Series Manifold Learning (TSML) is presented, and then this is extended to a multivariate time series.

### 3.1. Embedding

The first step in the construction of the TSML model is to construct a phase space using the univariate time series. Techniques such as SSA use a phase space to model the time series. To obtain the phase space, the time series is embedded into a vector space of dimension \( m \), this is known as the embedding dimension. Its value is critical to correctly model the cycle.

The first step is to project the data into a phase space using a trajectory matrix. An embedding is created where the original time series is mapped into a series of lagged vectors of size \( m \). For example, the first lagged vector is \( Y_1 = (y_1, \ldots, y_{1+m-1})^T \), the second is \( Y_2 = (y_2, \ldots, y_{2+m-1})^T \) and so on. In this manner, although the time element has been removed from the data, each feature vector contains a small subset of the entire time series which allows the retaining of the dependency between data measurements in the time series (the lag). The lagged vectors form the columns of the trajectory matrix, \( Y \). The window length is \( m \) and this results in the trajectory matrix \( Y \) with dimensions of \( m \times K \) where \( K = N - m + 1 \). The trajectory matrix is a Hankel matrix where all the elements along the diagonal \( i + j = const \) are equal. The trajectory matrix forms the features which represent the dynamics of the univariate time series in the embedded space. The formation of the trajectory matrix for one cycle is [38];

\[
Y_i = (y_1, \ldots, y_{1+m-1})^T \quad (1 \leq i \leq K)
\]

\[
= \begin{bmatrix}
  y_1 & y_2 & \cdots & y_k \\
  y_2 & y_3 & \cdots & y_{k+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  y_m & y_{m+1} & \cdots & y_N
\end{bmatrix}
\]

\[
C_l = [Y_1, Y_2, \ldots, Y_K]
\]

The Hankel matrix has been generated for one cycle, \( C_l \). This has created a matrix where the rows represent the feature vectors and the columns represent the instances. This is repeated for all the cycles of a class and these matrices are horizontally stacked in order to provide the data instances for all the cycles in a class.

\[
X = [C_1, C_2, \ldots, C_L] \quad l = 1, \ldots, L
\]

The matrix \( X \) contains the data instances for all the cycles of a class.

### 3.2. Identification of the lower-dimensional manifold

The second step is to determine the lower-dimensional manifold that the data lies on or close to. In SSA this is performed using PCA where a linear lower-dimensional hyperplane is determined in the directions in the space that have the largest variance. By reducing the number of dimensions (i.e., principal components), noise and redundancy can be reduced in the data. Noise and redundancy will often have a small variance and thus will not feature in the components with a large variance. The principal components are derived by calculating the eigenvectors of the trajectory matrix and ordering them according to the eigen value.

A drawback of using PCA is that it is unable to model non-linear concepts as the basis derived is linear, i.e., the principal components are straight lines and the lower-dimensional space is a hyperplane. The data in the embedding space that the time series data is projected into will contain highly non-linear dynamics. Therefore, to identify the lower-dimensional manifold that the data lies on or close to, Kernel PCA [59] is used in the derivation of the principal components. Kernel PCA is able to perform the dimensionality reduction of manifolds, and it has been shown that other manifold learning methods such as Isomap, graph Laplacian eigenmaps and LLE can be interpreted as Kernel PCA with different kernel matrices [60]. Kernel PCA is able to represent non-linear dynamics; the kernel principal components are curves in input space, rather than straight lines as is the case for PCA. These will represent the lower-dimensional manifold on which the data lies on or close to.

The first step in the identification of the lower-dimensional manifold is to calculate the kernel matrix, \( K \), from the data matrix \( X \). There are several kernel functions in which to perform the map into feature space. In this work, the Gaussian Radial Basis Function (RBF) kernel, [6], was chosen due to its ability to map data into a high dimensional non-linear space and identify data instances that are different to the constructed model [61, 62].

\[
k(x_i, x_j) = \exp \left(-\frac{||x_i - x_j||^2}{\sigma^2} \right)
\]


\[
K_{ij} = k(x_i, x_j)
\]

The next step is to identify the principal components in the projected space using Kernel PCA [59]. This is performed by identifying the principal components in feature space, where feature space \( \mathcal{H} \) is related to the input domain, \( \mathbb{R}^N \), by the map \( \Phi : \mathcal{X} \rightarrow \mathcal{H}, x \mapsto \Phi(x) \). Using the feature space map, the mapped input vectors for a data instance are \( \Phi x = [\phi(x_1) \phi(x_2) \ldots \phi(x_n)] \). The eigenvectors of the data in feature space can be stated in terms of
This is represented as $$u^p = \Phi_x \alpha^p$$. Using matrix notation this is $$u^p = \Phi_x \alpha^p$$.

The projection of a data vector $$x$$ onto the $$p^{th}$$ kernel principal component (KPC) is given by

$$\langle u^p, \phi(x) \rangle = \sum_{k=1}^{n} \alpha_k^p \phi(x_k)$$ (10)

It has so far been assumed that the data are mean-centred in feature space. This might not be the case, however, the kernel eigenvectors can be obtained on data centred in feature space by performing the eigen decomposition on the centred kernel matrix [59] $$\bar{K}$$, (11).

$$K = \bar{K} = K - 1_M K - K 1_M + 1_M K 1_M$$ (11)

Thus a model has been constructed which represents the lower-dimensional manifold on which the training data lies on or close to. This model is then used to perform classification of time series data.
3.3. Distance from the manifold

Once the manifold for the training data has been identified, a metric is required to determine how similar a testing data instance is to the manifold. A distance measure is performed in the manifold subspace, the distance is between the test data instance and its projection onto the manifold. This is often called the reconstruction error \[ \epsilon \]. Thus, with one metric, the similarity of a section of the time series to the manifold is determined. The reconstruction error is a measure of how well the test sequence has dynamics that are similar to the training manifold constructed from the training data set. It is a good metric for measuring similarity and is used for anomaly detection \[61, 62\].

The reconstruction error \[ \epsilon \] is measured by the L2 norm distance between \( \bar{\phi}(x) \) and its projection onto the KPCs, where \( \bar{\phi}(x) = \sum_{i=1}^{n} (\phi(x) \cdot u_p)u_p \).

\[ \epsilon(x) = \| \bar{\phi}(x) - P\phi(x) \|^2 \]
\[ = \bar{\phi}(x) \cdot \bar{\phi}(x) - \sum_{i} (\phi(x) \cdot u_p)^2 \]
\[ = \bar{r}(x, x) - r(x)\top A r(x) \quad (12) \]

where \( r(x) = \Phi \top \bar{\phi}(x) \),
\[ A = \sum \alpha_p \alpha_p\top \quad (13) \]

and \( p \) is the \( p^{th} \) KPC. The reconstruction error is a distance metric where the higher the value, the further the test data instance is from the manifold.

During model construction, there are three parameters that need to be set:

- \( m \) - embedding dimension
- \( kpc \) - the number of dimensions to retain
- \( \sigma \) - width parameter for the kernel function

The parameter tuple of \([m, kpc, \sigma]\) is used to specify the parameters used.

A pictorial representation of the training phase of TSML is provided in Figure 1a and the algorithm is further detailed in Algorithm 1.

3.4. Classification

The classification of cycles is performed using the reconstruction error. For each cycle, there will be \( K = n - m + 1 \) feature vectors, where \( n \) is the number of data instances in a cycle and \( m \) is the embedding dimension. Each feature vector is projected onto the manifold and a reconstruction error is calculated using \[12\]. Therefore, for each test cycle there will be \( K \) reconstruction error distances. To classify the cycle, the sum of the reconstruction errors is calculated for each model \( q \), see \[14\]. This is used to calculate a similarity metric \[15\] and the cycle is attributed to the class of the model with the highest similarity metric.

\[ \epsilon(x, q) = \sum_{n=1}^{K} \bar{r}(x_n, x_n) - r(x_n)\top A_q r(x_n) \quad (14) \]

\[ S(x, q) = \exp(-\epsilon(x, q)) \quad (15) \]

where \( x \) is a feature vector and \( q \) is the current model. A pictorial representation of the testing phase of TSML is provided in Figure 1b.

3.5. Extension to a Multivariate Time Series

Previously TSML was applied to a univariate time series. As detailed in Section 2, SSA can be applied to multivariate data using multivariate SSA, also known as multichannel SSA. In order for TSML to operate on multivariate data, it is necessary to incorporate multiple data streams into the Hankel matrix. Therefore, horizontal form SSA \[52\] is used.

For the analysis of a multivariate time series, the construction of the data matrix differs in order to use the multiple data streams rather than a single data stream. Once the data matrix has been generated, the identification of the manifold continues as stated previously.

Consider a multivariate time series with \( s \) channels. For each channel there is a Hankel matrix which forms the data instance matrix which is generated using \[2, 3\]. These channels are combined to form a single matrix.

---

**Algorithm 1: Univariate Time Series Manifold Learning**

1. **Training Phase**
   1. Determine the parameter tuple \([m, kpc, \sigma]\) using, for example, cross-validation
   2. Put training data into phase space via \([2, 3]\) using embedding dimension \( m \)
   3. Determine the manifold
   4. (i) Calculate the kernel matrix, \([7, 9]\) with kernel bandwidth parameter \( \sigma \)
   5. (ii) Centre the kernel matrix, \([11]\)
   6. (iii) Extract the kernel principal components, \([7, 9]\)
   7. (iv) Retain the required number of KPCs
   8. (v) Calculate \( A \) \([13]\)

2. **Testing Phase**
   1. for \( j=1,2,\ldots, \) no. test cycles do
   2. for \( q=1,2,\ldots, \) no. classes do
   3. Calculate the similarity of the cycle, \([14, 15]\)
   4. Assign cycle to the class that maximizes similarity, \([15]\)

---
preprocessing on the data in the Hankel matrix, which is normalized. All evaluations using TSML have the same series \[64\] and therefore the individual time series are z-normalized. It is important to preprocess the initial time series \[4.1. Evaluation environment\]

In this section, TSML is evaluated on the problems of multivariate time series. TSML is evaluated on the problems of a large number of real-world univariate and multivariate time series. A detailed evaluation of TSML is performed. In the next section, the proposed algorithm, TSML was detailed in its univariate and multivariate form. The algorithm is summarized in Algorithm 1. In the next section, a detailed evaluation of TSML is performed.

4. Evaluation

In this section, the evaluation of TSML is performed on a large number of real-world univariate and multivariate data time series. TSML is evaluated on the problems of classifying periodic cyclostationary data in univariate and multivariate time series.

4.1. Evaluation environment

The evaluations have some common elements, which will now be detailed. The first step is the preprocessing of data. It is important to preprocess the initial time series and therefore the individual time series are z-normalized. All evaluations using TSML have the same preprocessing on the data in the Hankel matrix, which is mean-centred.

\[
\begin{align*}
Y_{1,i} & \equiv \begin{pmatrix} y_{1,1} & y_{1,2} & \cdots & y_{1,k} \\ y_{1,2} & y_{1,3} & \cdots & y_{1,k+1} \\ \vdots & \vdots & \ddots & \vdots \\ y_{1,m} & y_{1,m+1} & \cdots & y_{1,N} \end{pmatrix} \quad \text{channel 1} \\
Y_{2,i} & \equiv \begin{pmatrix} y_{2,1} & y_{2,2} & \cdots & y_{2,k} \\ y_{2,2} & y_{2,3} & \cdots & y_{2,k+1} \\ \vdots & \vdots & \ddots & \vdots \\ y_{2,m} & y_{2,m+1} & \cdots & y_{2,N} \end{pmatrix} \quad \text{channel 2} \\
& \vdots \\
Y_{s,i} & \equiv \begin{pmatrix} y_{s,1} & y_{s,2} & \cdots & y_{s,k} \\ y_{s,2} & y_{s,3} & \cdots & y_{s,k+1} \\ \vdots & \vdots & \ddots & \vdots \\ y_{s,m} & y_{s,m+1} & \cdots & y_{s,N} \end{pmatrix} \quad \text{channel s} \\
\end{align*}
\]

where \(Y_{1,i}, Y_{2,i}, \ldots, Y_{s,i}\) are the \(s\) different channels of the multivariate time series.

This results in a matrix for one cycle where the columns represent the features from the different channels and the rows represent the data instances. As previously, this is repeated for all cycles of a class \[18\] and the resulting matrices are horizontally stacked in order to provide the data instances for all the cycles.

\[
X = [C_1, C_2, \ldots, C_L] \quad l = 1, \ldots, L \quad (18)
\]

The matrix \(X\) contains the data instances for all the cycles\[30\] of a class. The matrix \(X\) is block Hankel and is then used to construct the kernel matrix and the kernel eigenspace (KES) as detailed in Section \[3\].

In this section the proposed algorithm, TSML was detailed in its univariate and multivariate form. The algorithm is summarized in Algorithm 1. In the next section, a detailed evaluation of TSML is performed.

Table 1: The univariate and multivariate datasets used in the evaluation, their application area and category of sequential data.

<table>
<thead>
<tr>
<th>Application Area</th>
<th>Sequential Data Type</th>
<th>Dataset Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Outline</td>
<td>Pseudo time series</td>
<td>Adiac, Digits, SizeReduction, FaceAll, FaceFour</td>
</tr>
<tr>
<td>Spectro</td>
<td>Pseudo time series</td>
<td>FacesUCR, FiftyWords, Fish, MedicalImages, OSULeaf, SwedishLeaf, Synthob, WordSynonyms</td>
</tr>
<tr>
<td>Sensor Classification</td>
<td>Time series</td>
<td>Beef, Coffee, OliveOil, Car, ItalyPowerDemand, Lighting2, Lighting7, MotoStrain</td>
</tr>
<tr>
<td>Simulated</td>
<td>Pseudo time series</td>
<td>Plane, SonyAIBORobotSurface1, SonyAIBORobotSurface2</td>
</tr>
<tr>
<td>Motion</td>
<td>Time series</td>
<td>CBF, MALLAT, SyntheticControl, CricketX, CricketY, CricketZ, GunPoint</td>
</tr>
<tr>
<td>Sensor Classification</td>
<td>Time series</td>
<td>Japanese vowels, ECG, Robot Failure LP1, Robot Failure LP2, Robot Failure LP3, Robot Failure LP4, Robot Failure LP5</td>
</tr>
<tr>
<td>Motion</td>
<td>Time series</td>
<td>CMU MOCAP S16, Auslan, WalksXRun, KicksPunch, UWaveMTS, Libras, Pen digits, Character Trajectories</td>
</tr>
</tbody>
</table>

TSML has three parameters which require setting, and therefore parameter optimization is performed in order to determine the parameters which yield the optimal performance. To determine the optimal parameters, a grid search is performed. As in the evaluations for the benchmark algorithms, the number of parameters to search is limited to 100 \[52\]. For the evaluation of TSML the parameter values chosen to be evaluated using the grid-search are:

- embedding dimension \((m)\) - \([0.1, 0.3, 0.5, 0.7, 0.9]\) ratio of the cycle length
- number of KPCs - \([10, 30, 50, 70, 90]\)
- \(\sigma\) - \([0.1, 1.0, 10.0, 100]\)

4.2. Univariate Time Series

In this section the performance of the algorithm is evaluated on univariate data sets where there is a single stream of data generated from different processes.

4.2.1. Evaluation Setting

In this section, TSML is evaluated on the performance of univariate classification. The aim is to determine the class of the current test cycle from a closed set of cycles. For this evaluation, time series from the UCR Time Series Classification Archive \[12\] are used. This contains 86 sequential data sets containing from 2 to 60 classes, with the number of instances ranging from 1400 to 1350000. The datasets in the archive can be divided into two types;
Table 2: Comparison of the performance of TSML and singular benchmark state-of-the-art time series classifiers.

<table>
<thead>
<tr>
<th>Time Domain Distance</th>
<th>Diff Distance</th>
<th>Slagdet</th>
<th>Interval</th>
<th>Image Based</th>
<th>Time Delay</th>
<th>Optimal Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>ED</td>
<td>ΔSWT</td>
<td>TWT</td>
<td>WTWT</td>
<td>MMM</td>
<td>CID</td>
<td>SMTS</td>
</tr>
<tr>
<td>0.231</td>
<td>0.557</td>
<td>0.124</td>
<td>0.297</td>
<td>0.267</td>
<td>0.068</td>
<td>0.178</td>
</tr>
</tbody>
</table>

The error rate is reported. Blank cells indicate the relevant publication did not report results on the data set. The results for the proposed algorithm are in bold font.

<table>
<thead>
<tr>
<th>Data set</th>
<th>No. optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>1 3 1 3 0</td>
</tr>
</tbody>
</table>

The error rate is reported. Blank cells indicate the relevant publication did not report results on the data set. The results for the proposed algorithm are in bold font.

The performance of 23 benchmark algorithms is also reported in order to provide comparative performance. The UCR Time Series Classification Archive contains error rates for 1-NN Euclidean Distance and 1-NN with cDTW with the locality constraint tuned by cross-validation [42]. The other benchmark algorithms are taken from current state-of-the-art research which has been detailed in the related work section. The classification error rate for the twenty-three state-of-the-art algorithms is presented in Table 2.

The aim of the evaluation is to compare TSML with other algorithms performing the same task. A grid search across 100 parameters was performed as detailed in Section 4.1. The performance of each parameter tuple was measured using 5-fold stratified cross-validation repeated five times on the training data. The parameter tuple that obtained the optimal performance on the training set was then used on the test set, with this performance reported. Then the scenario corresponds to a known closed set of classes. This is therefore a supervised learning problem where one non-linear model is constructed for each class, and a testing cycle is classified as the class of the model which has the highest similarity metric for the cycle, 10]...
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4.2.2. Comparison of Performance

The performance of TSML is evaluated using the benchmark algorithms detailed in the Related Work section. The basis of the results are the error rates obtained on the testing data sets which are provided in Tables 2 and 3. In order to provide a robust analysis of the performance of the algorithms, statistical tests were undertaken using the Wilcoxon rank sum test, Table 4, indicates this. The purpose of this evaluation is to determine the performance of TSML when compared with the performance of another benchmark classifier. The win ratio signifies the ratio between winning (TSML obtains the minimum error) and total number of data sets both classifiers were examined on. The Wilcoxon sign rank test (WSR) is used to test for significant difference at the 1 percent significance level, as used by Bagnall et al. [31]. The second column presents the p-value for the Wilcoxon sign rank test.

The critical difference and the corresponding critical difference diagram are Friedman test using the statistic derived by Iman and Davenport [69]. The difference diagram are a Friedman test using the p-value for the Wilcoxon sign rank test.

The performance of TSML is evaluated using the bench-
mark algorithms detailed in the Related Work section. The basis of the results are the error rates obtained on the testing data sets which are provided in Tables 2 and 3. In order to provide a robust analysis of the performance of the algorithms, statistical tests were undertaken using the error rates in order to draw conclusions on the performance of the proposed and benchmark algorithms.

For optimal performance, a classifier should be chosen which has the best performance on the dataset at hand. However, it is not known in advance which classifier will obtain the minimum error on a dataset. Therefore, it is more appropriate to choose one classifier that shows the best performance on a wide range of datasets. The pairwise similarity test, Table 4, indicates this. The purpose of this evaluation is to determine the performance of TSML when compared with the performance of another benchmark classifier. The win ratio signifies the ratio between winning (TSML obtains the minimum error) and total number of data sets both classifiers were examined on. The Wilcoxon sign rank test (WSR) is used to test for significant difference at the 1 percent significance level, as used by Bagnall et al. [31]. The second column presents the p-value for the Wilcoxon sign rank test.

The critical difference and the corresponding critical difference diagram are Friedman test using the statistic derived by Iman and Davenport [69]. The difference diagram are a Friedman test using the p-value for the Wilcoxon sign rank test.
ence diagram, Figure 3 for the UCR dataset examines the performance of the time domain distance and ensemble classifiers.

Having detailed the performance metrics that have been generated in order to examine the performance of TSML, we now proceed with descriptions of the results which occupy the tables and figures. The performance evaluation and comparisons with the benchmark algorithms show that the performance of TSML varies depending on the benchmark algorithm that it is being compared to.

The results show that TSML has superior performance to the singular classifier set [ED, cDTW, LS, FS, RPCD]. This performance is shown to be statistically significant in the pairwise evaluation. In addition, the critical difference diagrams show that TSML has a higher average rank to these algorithms that is statistically significant.

For example, comparing TSML and the classic time series algorithm of Euclidean distance, Table 2 shows that ED is optimal for no data sets and TSML is optimal for 10. In the pairwise evaluation, TSML has a win ratio of 0.912 compared with ED winning 31 and ED winning 2. In the critical difference diagram, Figure 2, TSML has an average rank of 4.6912 compared to 11.3382 for ED. The classifiers occupy different cliques illustrating that this is statistically significant. TSML has better performance that is statistically significant than the shapelets LS and FS. In the pairwise evaluation, TSML has a win ratio of 0.920 for both LS and FS. In addition, shapelets have an average rank of 6.1 and 5.8 respectively, compared to 2.34 for TSML. The classifiers occupy different cliques illustrating that this is statistically significant.

TSML has superior performance to the singular classifier set [MSM, CID, SMTS, SAX-VSM, ST, TSF, TSBF, GeTeM] on the pairwise comparison which is statistically significant. However, for the comparison using critical difference diagrams, although TSML has a lower average rank, this result is not statistically significant as the classifiers occupy the same clique.

For the singular classifier set [TWE, WDTW, BoP, LTS, LPS, GGM], TSML has superior performance. However, the results of the pairwise evaluation and the critical difference diagrams state that this is not statistically significant. For example, the best performer of this set is LTS. In the pairwise comparison TSML has a win ratio of 0.469, with TSML winning 15, LTS winning 14, with 3 drawn. This result is close, with a p-value of 0.424. In the critical difference diagrams, LTS and TSML occupy the same clique. The conclusion we draw is that the performance of these algorithms is similar with no statistically significant difference between them.

TSML has superior performance to the ensemble classifier set [ED, COTE, PROP, TSF, TSBF, GeTeM] on the pairwise comparison which is statistically significant. However, for the comparison using critical difference diagrams, although TSML has a lower average rank, this result is not statistically significant as the classifiers occupy the same clique.

For the ensemble classifier, COTE, TSML has superior performance to TSML. This is expected as it is an ensemble that trains 35 classifiers and uses the best combination of classifiers in the evaluation on the testing data. However, the superior performance is not statistically significant. For the pairwise evaluation, the win ratio of TSML is 0.235, winning 8, losing 21 and drawing 5 with a p-value of 0.028. This determines that this result is not statistically significant at the 1 percent significance level. In the critical difference diagrams, although COTE has a higher average rank (2.0441 compared to 2.7206), the classifiers occupy the same clique so there is no statistically significant difference.

The performance of TSML and selected benchmark algorithms are further illustrated in Figure 6. Accuracy, (1 – error rate) for TSML and one benchmark algorithm is plotted as a point in Euclidean space. The diagonal line indicates equal performance, with those points lying above representing higher accuracy for TSML and those below representing higher accuracy for the benchmark. Four benchmarks are chosen that are either classical benchmarks or show excellent performance in time series classification. The first comparison is with cDTW, an elastic time domain classifier. When the performance of TSML exceeds that of cDTW it is often by a large amount, the converse is not true of cDTW. The same is true of the comparison with SMTS, where if the performance of SMTS exceeds that of TSML, it is often only by a small margin. The shapelet classifier LTS is an interesting case, there are many datasets where there is similar performance, however there are a few datasets where TSML is significantly superior. This indicates that the classifier is better able to extract discriminatory features with which to classify the testing cycles for these datasets. Finally, COTE is shown to have better performance than TSML. The ensemble of classifiers is able to exploit the different classifiers to produce an ensemble classifier that is able to outperform the single classifier TSML.

4.3. Multivariate Time Series

In this section the performance of the algorithm is evaluated on multivariate data sets where there are multiple streams generated from different processes, with temporal correlation between the streams.
Table 5: Cross-validation error for the multivariate data sets.

<table>
<thead>
<tr>
<th></th>
<th>Folds</th>
<th>TSML</th>
<th>SMTS</th>
<th>TDVM</th>
<th>SVM</th>
<th>1NN</th>
<th>NoWin</th>
<th>BestWin</th>
<th>Tclass</th>
<th>Motif</th>
<th>Optimal Classifier</th>
<th>Optimal Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auslan</td>
<td>10</td>
<td>0.024</td>
<td>0.027</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.3, 0.10]</td>
</tr>
<tr>
<td>CMU MOCAP S16</td>
<td>10</td>
<td>0.000</td>
<td>0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>ECG</td>
<td>10</td>
<td>0.090</td>
<td>0.134</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.189</td>
<td>0.066</td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Japanese Vowels</td>
<td>10</td>
<td>0.005</td>
<td>0.004</td>
<td>0.034</td>
<td>0.054</td>
<td>0.077</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SMTS</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Pendigits</td>
<td>10</td>
<td>0.057</td>
<td>0.100</td>
<td>0.037</td>
<td>0.066</td>
<td>0.055</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TDVM</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Robot Failure LP1</td>
<td>10</td>
<td>0.034</td>
<td>0.062</td>
<td>0.148</td>
<td>0.182</td>
<td>0.182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Robot Failure LP2</td>
<td>5</td>
<td>0.128</td>
<td>0.384</td>
<td>0.362</td>
<td>0.362</td>
<td>0.404</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Robot Failure LP3</td>
<td>3</td>
<td>0.191</td>
<td>0.189</td>
<td>0.319</td>
<td>0.342</td>
<td>0.383</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Robot Failure LP4</td>
<td>5</td>
<td>0.060</td>
<td>0.063</td>
<td>0.145</td>
<td>0.128</td>
<td>0.137</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
<tr>
<td>Robot Failure LP5</td>
<td>5</td>
<td>0.250</td>
<td>0.261</td>
<td>0.329</td>
<td>0.379</td>
<td>0.348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TSML</td>
<td>[0.1, 0.1, 0.10]</td>
</tr>
</tbody>
</table>

No. data sets    | 10
No. optimal     | 6

The error rate is reported. Blank cells indicate the relevant publication did not report results on the data set. The results for the proposed algorithm are in bold font.

4.4. Evaluation Setting

For the evaluation of TSML on multivariate time series, 15 datasets used by Baydogan and Runger for the evaluation of SMTS [26] and LPS [57] are used. Information about the datasets can be found in Table 1. In addition, TSML is compared against the performance of a multivariate extension of DTW and TSBF [26]. The DTW distance is calculated as the sum of the distance for each individual stream. For the multivariate extension to TSBF [25] (MTSBF) a representation of each feature is extracted from the time series, these are then concatenated to obtain a final representation. The performance of SMTS, LPS and TSBF on univariate datasets can be found in Table 2.

Two performance comparisons are performed, in order to match the evaluations that were performed by Baydogan and Runger [26, 57]. The first evaluation uses cross-validation and the second a train/test split. For cross-validation, either 5 or 10 folds are used as specified in the evaluation by Baydogan and Runger. The Robot Failure LP3 dataset has a class with only 3 cycles, and therefore the cross-validation was reduced to 3 folds in order to perform stratified cross-validation. For the train/test split, the evaluation is conducted using a grid search across 100 parameters as detailed in Section 4.1. The performance of each parameter tuple was measured using 5-fold stratified cross-validation repeated two times on the training data. The parameter tuple that obtained the optimal performance on the training set was then used on the testing set, with this performance reported.

4.5. Comparison of Performance

The results of the cross-validation evaluation are reported in Table 5 with Table 7 reporting the pairwise eva-
Figure 4: Critical difference diagram of shapelets, image-related and time-delay classifiers.

Figure 5: Critical difference diagram of time domain distance and ensemble classifiers.

The critical difference diagram, Figure 8 shows that TSML has a higher average rank and occupies a different clique therefore this is statistically significant. For the classifier set [SMTS, LPS, MTSBF], TSML has a superior win ratio against these classifiers. However, this is not a statistically significant result. The critical difference diagram illustrates that [TSML, SMTS, LPS] share the same clique, with MTSBF being in a different clique so only this result is statistically significant.

### Table 6: Error on the testing data set for the multivariate data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TSML</th>
<th>SMTS</th>
<th>LPS</th>
<th>DTW</th>
<th>MTSBF</th>
<th>Optimal Classifier</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auslan</td>
<td>0.065</td>
<td>0.053</td>
<td>0.246</td>
<td>0.238</td>
<td>0.000</td>
<td>MTSBF</td>
<td>[0.9, 10, 10]</td>
</tr>
<tr>
<td>Character Trajectories</td>
<td>0.038</td>
<td>0.035</td>
<td>0.033</td>
<td>0.040</td>
<td></td>
<td>SMTS</td>
<td>[0.1, 10, 10]</td>
</tr>
<tr>
<td>CMU MOCAP S16</td>
<td>0.000</td>
<td>0.003</td>
<td>0.000</td>
<td>0.009</td>
<td>0.001</td>
<td>TSML, LPS</td>
<td>[13, 10, 10]</td>
</tr>
<tr>
<td>ECG</td>
<td>0.150</td>
<td>0.150</td>
<td>0.150</td>
<td>0.165</td>
<td></td>
<td>TSML, DTW</td>
<td>[0.7, 10, 10]</td>
</tr>
<tr>
<td>Japanese Vowels</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>TSML</td>
<td>[0.7, 10, 10]</td>
</tr>
<tr>
<td>KickerPunch</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>TSML, DTW</td>
<td>[0.7, 10, 10]</td>
</tr>
<tr>
<td>Libras</td>
<td>0.090</td>
<td>0.090</td>
<td>0.090</td>
<td>0.090</td>
<td>0.090</td>
<td>TSML, LPS</td>
<td>[13, 10, 10]</td>
</tr>
<tr>
<td>Pendants</td>
<td>0.140</td>
<td>0.140</td>
<td>0.140</td>
<td>0.140</td>
<td>0.140</td>
<td>TSML, DTW</td>
<td>[0.7, 10, 10]</td>
</tr>
<tr>
<td>Robot Failure LP1</td>
<td>0.367</td>
<td>0.367</td>
<td>0.367</td>
<td>0.367</td>
<td>0.367</td>
<td>TSML, LPS, MTSBF</td>
<td>[0.1, 30, 100]</td>
</tr>
<tr>
<td>Robot Failure LP2</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
<td>TSML, LPS, MTSBF</td>
<td>[0.1, 30, 100]</td>
</tr>
<tr>
<td>Robot Failure LP3</td>
<td>0.300</td>
<td>0.300</td>
<td>0.300</td>
<td>0.300</td>
<td>0.300</td>
<td>TSML, LPS, MTSBF</td>
<td>[0.1, 30, 100]</td>
</tr>
<tr>
<td>Robot Failure LP4</td>
<td>0.275</td>
<td>0.275</td>
<td>0.275</td>
<td>0.275</td>
<td>0.275</td>
<td>TSML, LPS, MTSBF</td>
<td>[0.1, 30, 100]</td>
</tr>
<tr>
<td>Robot Failure LP5</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
<td>TSML, LPS, MTSBF</td>
<td>[0.1, 30, 100]</td>
</tr>
<tr>
<td>UWaveMTS</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>LPS</td>
<td>[0.5, 10, 10]</td>
</tr>
<tr>
<td>Walk vs Run</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>LPS</td>
<td>[0.5, 10, 10]</td>
</tr>
</tbody>
</table>

The error rate is reported. Blank cells indicate the relevant publication did not report results on the data set. The results for the proposed algorithm are in bold font.

### Table 7: Pairwise evaluation of TSML and the benchmark classifiers.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>p-value</th>
<th>No Win</th>
<th>Draw</th>
<th>Lose</th>
<th>Win Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMTS</td>
<td>0.012</td>
<td>10</td>
<td>8</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>TDVM</td>
<td>0.028</td>
<td>7</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SVM</td>
<td>0.018</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1NN</td>
<td>0.028</td>
<td>7</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NoWin</td>
<td>0.317</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BestWin</td>
<td>0.317</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Telass</td>
<td>0.317</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Motif</td>
<td>0.317</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4.6. Parameter Selection and Computational Complexity

Thus far, the evaluation of TSML has focused on performance in terms of accuracy. In this section, two other aspects of performance will be examined: sensitivity to parameter selection and computational complexity in terms of time.
As stated in Section 3.3, TSML requires three parameters to be set; the size of the embedding space \( (m) \), the number of kernel principal components retained \( (KPCs) \), and the kernel width parameter \( (\sigma) \). The sensitivity to these parameters was evaluated on four univariate streams from the UCR Time Series Classification Archive \[42\]. The datasets provide a varied and reasonable number of training and testing time series.

The sensitivity to parameter selection is examined over the 100 parameters which form part of the grid search for the optimal parameters. The results of the sensitivity analysis is displayed in Figure 9 with the embedding dimension and number of retained KPCs forming the y-axis and \( \sigma \) and the error rates on the train and test sets forming the x-axis. Darker areas indicate poor performance and lighter areas indicate good performance. The optimal parameters identified on the training set and the corresponding testing error are indicated with a black rectangle. A dotted grey rectangle identifies the lowest error on the testing data achieved by TSML.

For three of the data sets, there are large light areas which indicate that several parameter sets would give adequate performance on the testing set. For example, for the Lightning 7 data set, for \( \sigma = 10.0 \), there are 5 parameter settings which will give performance which is better than other singular classifiers. The Beef dataset has a higher error on the training set, however, it is still able to identify an optimal set of parameters that achieves an error rate on the testing set that is better than other singular classifiers. Aside from this parameter set, there are other parameter settings which achieve an error rate that is equal or better than the next best singular classifier.

Another important aspect of performance is the computational complexity of an algorithm in terms of time. This is often measured in terms of Big O notation in order to give an upper bound for time complexity. TSML requires the construction of a model of each class. During the construction of the model, there are two contributions to the computational complexity. The first is the construction of the kernel matrix, \[5, 6\] and the second is the eigen decomposition of the kernel matrix \[6\]. In general, the kernel matrix requires \( 15d^2 \) flops \[62\] to calculate and centre, and \( 22d^3 \) flops \[72\] (where \( d \) is the number of data instances) to perform the eigen decomposition and extract the eigenvalues and eigenvectors. For TSML, the number of data instances derived from the

\[\text{Figure 6: Performance of TSML compared to the benchmarks of Euclidean distance, constrained DTW with tuned locality constraint, SMTS, LTS and COTE. Points occupying the upper-left quadrant mean that TSML has superior performance to the benchmark.}\]
cycles of the time series is dependent on the embedding dimension. The maximum computational complexity for TSML occurs when the minimum embedding dimension is used. The minimum possible embedding dimension is 2, and with this parameter the maximum computational complexity occurs. Therefore, complexity of the construction of the kernel matrix and the eigen decomposition for one model is $15n^2(m-1)^2 + 22n^3(m-1)^3$ flops. Using Big O notation the upper limit on the computational complexity is of the order $O(n^3m^3)$. TSML requires the construction of one model of each class, therefore the complexity for the algorithm is $O(cn^3m^3)$, where $c$ is the number of classes.

Bagnall et al. [32] examine the computational complexity of the benchmark algorithms. Many algorithms, such as MSM and CID, have a computational complexity of $O(n^2m^2)$, which is clearly lower than that of TSML. However, TSML has been shown to be more accurate than these classifiers. Bagnall et al. state that ST ($O(n^2m^2)$), LTS ($O(em^2n^2r^2)$) (where $e$ is the maximum number of iterations and $r$ is the shapelet scale) and COTE ($O(n^2m^4)$) are among the slowest algorithms. TSML is also in this category. COTE is an ensemble classifier which is a deployment of 35 different classifiers over four representations. Bagnall et al. state that the computational complexity of COTE is due to the most computationally complex classifier in the ensemble. This is the ST classifier, which has complexity $O(n^2m^4)$. The computational complexity of COTE relies on the assumption that the implementation is parallelised [32].

4.7. Discussion

Through extensive analysis using a significant number of real-world data sets, and through extensive statistical analysis, TSML has been shown to have performance that extends the state of the art on univariate and multivariate time series. It has superior performance on a large number of data sets, and can equal performance on others. When compared to methods such as ensembles of time series classifiers, it is also shown to be competitive. However, due to the very nature of ensembles, they can often exceed that of the singular TSML classifier.

The evaluation included a large number of algorithms that operate on either univariate time series data, multivariate time series data, or both. It is important to have a set of criteria when selecting an algorithm. Considering all the evaluation results, both TSML and LTS are good choices for singular time series classification algorithms as both exhibit good performance. TSML and LTS have similar performance, with Table 2 and Figures 2 and 4 indicating that there is no statistically significant difference between the two algorithms. A drawback of LTS is that it does not operate on multivariate data. For classification on both univariate and multivariate data sets, TSML and SMTS are a good choice. TSML exceeds the performance of SMTS on both univariate and multivariate data sets, although the critical difference diagrams show that this is not statistically significant.

The evaluation has shown that ensemble classifiers, such as COTE, usually exceed the performance of singular classifiers, including TSML. However, TSML is still competitive and it also has the advantage that it can operate on multivariate time series.

In summary, the proposed classifier, TSML should be chosen if a high degree of accuracy is required on a large number of diverse univariate and multivariate data sets. It is the opinion of Bagnall et al. [32] that new classifiers proposed on the basis of accuracy alone will only be of interest to the research community if it is significantly more accurate than cDTW and not significantly less accurate than COTE. We believe that TSML is in this category and that the evaluation presented illustrates this.

A criticism of some classifiers is that there are too many parameters to tune. TSML has three parameters to determine; the embedding dimension, the kernel width parameter and the number of kernel principal components to retain. This can cause the time to perform cross-validation to take a significant amount of time if there are a large number of data instances. However, this can also be seen as an advantage if they can be correctly determined. TSML is
able to determine a lower-dimensional manifold on which the data lies on or close to using the parameters of the classifier. In addition, by tuning the number of retained KPCs, noise and redundant features can be removed.

5. Conclusions

In this research, the problem of classifying univariate and multivariate time series was examined. The proposed algorithm, Time Series Manifold Learning (TSML), exploits Takens Embedding theorem to represent a time series as a dynamical system using a phase space. From the phase space a lower-dimensional manifold that the training data lies on or close to is identified using kernel principal component analysis. Once this manifold has been identified, it is used to determine similarity with test data instances using the reconstruction error in order to enable classification. The algorithm is extended to a multivariate time series using horizontal SSA. A block Hankel matrix is constructed using multiple data streams which is then used to obtain a lower-dimensional manifold.

Extensive evaluations were conducted on more than 40 real-world univariate and multivariate time series to determine the performance of the algorithm and compare it to other state-of-the-art methods. The performance of TSML on univariate data was examined on 34 data sets from the UCR Time Series Classification Archive [12]. The algorithm is shown to have statistically significant better performance than other state-of-the-art algorithms such as Euclidean distance and dynamic time warping. It is also shown to exceed the state-of-the-art performance when compared to other singular classifiers, and to have competitive performance when compared to ensembles. Further evaluations were performed on multivariate data where the aim was to classify multivariate time series that could only be classified by looking at a number of data streams. Also in this case, the algorithm showed superior performance to other state-of-the-art methods.

We believe that the method is successful and compet-
itive when compared to other time series classification algorithms for two reasons. The first reason is that the coupling of a phase space and kernel PCA allows the derivation of a lower-dimensional manifold on which the data lies on or close to which accurately models the underlying dynamics of the time series data while removing both noise and redundant features. The second reason is that by projecting a test data instance onto the manifold and measuring the error in its reconstruction, an accurate similarity metric can be defined.

TSML has been shown to have competitive performance on both univariate and multivariate problems, providing it with an advantage over many algorithms that only operate on univariate time series. Future work aims at reducing the computational complexity of the algorithm through selection of the most appropriate data to add to the training data set. In addition, automatic parameter selection will be investigated in order to determine the optimal parameters from the training data set so that parameter optimization is not required. Finally, ensembles have been shown to have excellent performance. Ensembles using shapelets, time domain distance and transformations have been evaluated. It will be interesting to compare them with the performance of ensembles using a time-delay embedding.
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