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Abstract

With the massive deployment of broadband access to the end-users, the continuous improvement of the hardware capabilities of end devices and better video compression techniques, acceptable conditions have been met to unleash over-the-top bandwidth demanding and time-stringent P2P applications, as multiview real-time media distribution. Such applications enable the transmission of multiple views of the same scene, providing consumers with a more immersive visual experience.

This thesis proposes an architecture to distribute multiview real-time media content using a hybrid DVB-T2, client-server and P2P paradigms, supported by an also novel QoS solution. The approach minimizes packet delay, inter-ISP traffic and traffic at the ISP core network, which are some of the main drawbacks of P2P networks, whilst still meeting stringent QoS demands. The proposed architecture uses DVB-T2 to distribute a self-contained and fully decodable base-layer video signal, assumed to be always available to the end-user, and an IP network to distribute in parallel - with increased delay - additional IP video streams. The result is a decoded video quality that adapts to individual end-user conditions and maximizes viewing experience.

To achieve its target goal this architecture: defines new services for the ISP’s services network and new roles for the ISP core, edge and border routers; makes use of pure IP multicast transmission at the ISP’s core network, greatly minimizing bandwidth consumption; constructs a geographically contained P2P network that uses P2P application-level multicast trees to assist the distribution of the IP video streams at the ISP access networks, greatly reducing inter-ISP traffic, and; describes a novel QoS control architecture that takes advantage of the Internet resource over-provisioning techniques to meet stringent QoS demands in a scalable manner.

The proposed architecture has been implemented in both real testbed implementation and ns-2 simulations. Results have shown a highly scalable P2P overlay construction algorithm with very fast computation of application-level multicast trees (in the order of milliseconds) and efficient reaction to peer-churn, with no perceptually annoying impairments noticed. Furthermore, huge bandwidth savings are achieved at the ISP core network, which considerably lower the management and investment costs in infrastructure. The QoS based results have also shown that the proposed approach effectively deploys a fast and scalable resource and admission control mechanism, greatly minimizing QoS related signalling events by using a per-class over-provisioning approach and thus preventing per-flow QoS reservation signalling messages. Moreover, the QoS control architecture is aware of network link resources in real-time and
supports for service differentiation and network convergence by guaranteeing that each admitted traffic flow receives the contracted QoS.

Finally, the proposed *Scalable Architecture for Multiview Real-Time Media Distribution for Next Generation Networks*, as a component for a large project demonstrator, has been evaluated by an independent panel of experts following ITU recommendations, obtaining an excellent evaluation as computed by Mean Opinion Score.
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### Glossary of Terms (optional)

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/V</td>
<td>Audio/Video</td>
</tr>
<tr>
<td>AAA</td>
<td>Authentication, Authorization And Accounting</td>
</tr>
<tr>
<td>ACOR</td>
<td>Advanced Class-based resource Over-Reservation</td>
</tr>
<tr>
<td>ACS</td>
<td>Admission and Control Subsystem</td>
</tr>
<tr>
<td>AVC</td>
<td>Advanced Video Coding</td>
</tr>
<tr>
<td>BGP</td>
<td>Border Gateway Protocol</td>
</tr>
<tr>
<td>CAGR</td>
<td>Compound Annual Growth Rate</td>
</tr>
<tr>
<td>CDN</td>
<td>Content Delivery Network</td>
</tr>
<tr>
<td>CIB</td>
<td>Control Information Base</td>
</tr>
<tr>
<td>CoS</td>
<td>Class of Service</td>
</tr>
<tr>
<td>CR</td>
<td>Core Router</td>
</tr>
<tr>
<td>CRRM</td>
<td>Cooperative Radio Resource Management</td>
</tr>
<tr>
<td>CS</td>
<td>Chunk Selection</td>
</tr>
<tr>
<td>DiffServ</td>
<td>Differentiated Services</td>
</tr>
<tr>
<td>DNS</td>
<td>Domain Naming System</td>
</tr>
<tr>
<td>DVB-T2</td>
<td>Digital Video Broadcast – Second Generation Terrestrial</td>
</tr>
<tr>
<td>ER</td>
<td>Edge Router</td>
</tr>
<tr>
<td>ESM</td>
<td>End System Multicast</td>
</tr>
<tr>
<td>FIB</td>
<td>Forwarding Information Base</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>HEVC</td>
<td>High Efficiency Video Coding</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IRACS</td>
<td>Internet Resource and Admission Control Subsystem</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union Standardisation Sector</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>MARA</td>
<td>Multi-user Aggregated Resource Allocation</td>
</tr>
<tr>
<td>Mbps</td>
<td>Mega bit per second</td>
</tr>
<tr>
<td>MIB</td>
<td>Management Information Base</td>
</tr>
<tr>
<td>MIH</td>
<td>Media Independent Handover</td>
</tr>
<tr>
<td>MOS</td>
<td>Mean Opinion Square</td>
</tr>
<tr>
<td>MPEG</td>
<td>Moving Picture Experts Group</td>
</tr>
<tr>
<td>MRIB</td>
<td>multicast Routing Information Base</td>
</tr>
<tr>
<td>MTM</td>
<td>Multicast Tree Manager</td>
</tr>
<tr>
<td>MTU</td>
<td>Maximum Transmission Unit</td>
</tr>
<tr>
<td>MVC</td>
<td>Multiview Video Coding</td>
</tr>
<tr>
<td>MVD</td>
<td>Multiview Video plus Depth</td>
</tr>
<tr>
<td>NAL</td>
<td>Network Abstraction Layer</td>
</tr>
<tr>
<td>NALU</td>
<td>Network Abstraction Layer unit</td>
</tr>
<tr>
<td>NAT</td>
<td>Network Address Translation</td>
</tr>
<tr>
<td>NCDP</td>
<td>Network Control Decision Point</td>
</tr>
<tr>
<td>NFV</td>
<td>Network Functions Virtualization</td>
</tr>
<tr>
<td>NMS</td>
<td>Network Monitoring Subsystem</td>
</tr>
<tr>
<td>NSIS</td>
<td>Next Steps in Signalling</td>
</tr>
<tr>
<td>NUT</td>
<td>Network Abstraction Layer unit type</td>
</tr>
<tr>
<td>OSFP</td>
<td>Open Shortest Path First</td>
</tr>
<tr>
<td>P2P</td>
<td>Peer-to-peer</td>
</tr>
<tr>
<td>PA-CDN</td>
<td>Peer-Assisted Content Delivery Network</td>
</tr>
<tr>
<td>PCR</td>
<td>Program Clock Reference</td>
</tr>
<tr>
<td>QoE</td>
<td>Quality of Experience</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RACF</td>
<td>Resource Admission Control Function</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>RAM</td>
<td>Resource and Admission Manager</td>
</tr>
<tr>
<td>RAO</td>
<td>IP Router Alert Option</td>
</tr>
<tr>
<td>RC</td>
<td>Resource Controller</td>
</tr>
<tr>
<td>RIB</td>
<td>Routing Information Base</td>
</tr>
<tr>
<td>RRO</td>
<td>Record Route Object</td>
</tr>
<tr>
<td>RRS</td>
<td>Resource Reservation Subsystem</td>
</tr>
<tr>
<td>RSVP</td>
<td>Resource Reservation Protocol</td>
</tr>
<tr>
<td>RTP</td>
<td>Real-Time Protocol</td>
</tr>
<tr>
<td>SDN</td>
<td>Software Defined Networks</td>
</tr>
<tr>
<td>SEI</td>
<td>Supplemental Enhancement Information</td>
</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreement</td>
</tr>
<tr>
<td>SOMEN</td>
<td>Self-Organizing Multiple Edge Nodes</td>
</tr>
<tr>
<td>SVC</td>
<td>Scalable Video Coding</td>
</tr>
<tr>
<td>TB</td>
<td>Topology Builder</td>
</tr>
<tr>
<td>TC</td>
<td>Topology Controller</td>
</tr>
<tr>
<td>TISPAN</td>
<td>Telecommunications and Internet converged Services and Protocols for Advanced Networking</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>VCEG</td>
<td>Video Coding Experts Group</td>
</tr>
<tr>
<td>VCL</td>
<td>Video Coding Layer</td>
</tr>
<tr>
<td>VoIP</td>
<td>Voice over IP</td>
</tr>
</tbody>
</table>
Chapter 1

1 Introduction

1.1 Motivation

In recent years, speed for Internet access has experienced enormous upgrades both in wired and wireless links. This is especially true in the majority of the cities of modern countries, where fibre-to-the-home and Long Term Evolution (LTE) access is a reality. In addition, computers and mobile devices have also become faster and lighter, which in fact empowered them for a new type of use – the visualization of social networking media, also known as user-generated content.

According to Alexa Internet [1], Facebook and YouTube are the two top contributors for this kind of content distribution. In fact, according to[2] Internet video from sites such as YouTube (short-form†), Hulu (long-form†), Netflix (video-to-TV), online video purchases and rentals, webcam viewing, and web-based video monitoring (excluding P2P video file downloads) are expected to have a compound annual growth rate (CAGR) of 34% till 2016. Video mobile data is predicted to have a CAGR of 75% in the period 2012-2017 according to [3]. Netflix, by itself attracts more than 23 million subscribers in the North America, streaming high-definition quality video with an average bitrate reaching almost 4Mbps. According to [4] Netflix is the single largest source of Internet traffic in the US, consuming 29.7% of peak downstream traffic.

Thus it is widely accepted that consumers will expect more features from their viewing experience. First, they want on-demand services so that they can watch the contents at the moment of desire. Second, they want to watch content anytime, anywhere, and regardless of the device type. It could be wide-screen display in a living room, a navigation screen in a car, or a handheld device such as smart phone or tablet. Third, high definition content has already gained popularity in most of European countries, and even ultra-high definition quality is expected to attract more people considering that the resolution of some tablets and laptops is already far better than the high definition. The trends of on-demand, mobile, and ultra-high definition quality impose formidable challenges for the delivery network of the future.

† Short form: User-generated video and other video clips generally less than 7 minutes in length; Long form: Video content generally greater than 7 minutes in length
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Such challenges include the capability of satisfying the stated and implied needs of different existing network applications or services (therefore contributing to their overall acceptability as perceived subjectively by the end-users), the provision of broadband, seamless and heterogeneous connectivity and the availability of mechanisms capable of providing an effective use of networking resources, Such delivery network of the future should be perceived as a unified communication channel, where all the legacy access and wide area coverage networks are able to interplay in harmony, providing the best available connection to end-users. It also must be smart in nature, allowing resources to be adaptively allocated on demand to suit the application at need.

In contrast, today’s communication ecosystem constitutes a plethora of communication networks independently engineered for the application at hand with some attempts at integration towards this utopian highway. On one hand, 4G mobile networks aims to provide a unified mobile networking island allowing seamless connectivity between 3GPP mobile standards, and non-compliant systems through mobility anchors; so called gateways to the IEEE networking systems. Moreover, it attempts to provide a networking bridge towards the IP world to provide some medium rate data services with limited coverage. On the other hand, we have the IP world for fixed users that provides very high speed connectivity, but without service guarantees since the current Internet is not optimized for real time traffic.

So what does the end-user and ISP provider experience today? The end-user can today receive IP services on their mobile handset, but coverage is potentially limited and the viewing experience could be subject to glitches with delay; moreover the expectation of receiving 3D or multi-viewing experience would be thrashed. The effect would be even more pronounced for the ISPs that have invested significantly in networking infrastructure. Without smart mechanisms in place, that can adaptively allocate resources to users demand, wastage of resources can be foreseen in terms of surplus signalling and ineffective use of bandwidth. Furthermore, the ability to compete in the market towards providing new services with higher definition would be severely diminished.

Taking a step towards the future, concepts such as Software-Defined Networking (SDN), Virtualization and P2P networking are being actively investigated towards providing more effective use of networking resources. SDN allows centralised control of networking resources at the touch of a button, whilst virtualization allows networking resources to be shared between different service providers and services pretty much in a similar fashion to the cloud paradigm. Finally, P2P networking has been seen as a way towards providing application connectivity and distributing large amounts of data over the IP network in a scalable manner. However, existing approaches are either limited in the way they can handle dynamic networking characteristics, heterogeneous devices with varying capability, and real-time traffic.
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In this thesis, a step towards this network of the future is taken by investigating a new architecture that can provide efficient and scalable multiview media distribution for real-time media. In this context, two main research challenges are addressed related to P2P networking and QoS resource provisioning on the network. The first research challenge aims to rethink P2P networking, as a complementary technology to DVB-T2 in the distribution of additional video streams to end-users that will improve the quality of the decoded video. Considering the time-stringent characteristics of real-time media, the P2P network paradigm needs rethinking in order to ensure minimum delay while providing fast response to its inherent dynamic characteristics (e.g., peer churn). P2P also needs to be seen as a helper solution in freeing resources at the ISP core network. With this in mind this thesis proposes a hybrid client-server and P2P approach in an also novel synergy between pure IP multicast [5] and application-level multicast. In this setup, by using IP multicast at the ISP core network, containing the P2P network to the ISP access-network level and using the application level multicast trees as distribution paths for the P2P traffic, the approach greatly reduces the related traffic at the ISP core network, practically eliminates related P2P inter-ISP traffic and greatly improves response time to the peer-churn effect. The second research challenge tackles how to achieve “scalable QoS provisioning over the IP network” using QoS over-provisioning with per class reservations, where current implementations are limited in terms of providing real-time knowledge of link resource statistics and handling large networking loads, which have led to excess, per IP flow, protocol signalling.

1.2 Structure of Thesis

The thesis is divided in six chapters, starting with this introductory chapter. The following chapters provide background information, thoroughly describe the proposed architecture, present results, concluding remarks and future directions. Furthermore each chapter includes an abstract and chapter conclusions to facilitate reading. In particular:

Chapter 2 provides background information on the technologies that are relevant for this thesis. It includes summary descriptions for scalable video coding (SVC), stereoscopic video, multiview video coding (MVC), MVC plus depth (MVD) and procedures for content representation and coding. Furthermore, it also describes relevant video streaming approaches, including client-server and P2P approaches, content delivery networks (CDN), peer-assisted CDNs (PA-CDNs) and existing QoS solutions.

Chapter 3 is the core chapter of the thesis and thoroughly describes in detail the architecture for multiview real-time media distribution, including its components, modules and network operations.
Chapters 4 and 5 present component validation and integrated system validation. Component validation is obtained through objective measurements whilst the integrated system validation includes both objective and subjective test measurements. The evaluation of results in Chapter 5 is independently performed by a set of external subjects.

Finally, Chapter 6 presents overall conclusions for the implemented architecture and its results, and foresees future directions of research.

1.3 Novel Work Undertaken

This thesis presents an efficient and scalable architecture for multiview real-time media distribution over a next generation network. The proposed architecture merges the concept of terrestrial digital video broadcast (DVB-T2) with novel hybrid client-server and P2P distribution systems and a novel QoS overprovisioning solution.

The goal is to facilitate over-the-top multiview real-time media distribution over current Internet architecture including the provisioning of guidelines for inter-ISP operation, therefore minimal architecture updates are foreseen at the ISP’s core network.

The scientific outcomes from this work have led to the following publications:
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[Note: The first two author’s appearance order in this paper is alphabetical, with equal main contributions].

Journals

Peer Review Conferences
• V. De Silva, E. Ekmekcioglu, S. Dogan, A. Kondoz, A. Akman, F. Pascual, I. Politis, H. Marques, X. Shi, Mulsys, “Immersive 3D Media Delivery for Collaborating Users over Multiple Networks” 18th International Conference on Digital Signal Processing (DSP 2013), Special Session on 3D Immersive & Interactive Multimedia Over the Future Internet, Santorini, Greece, 1-3 July 2013.
Chapter 2

2 Background Information

Chapter Outline: this chapter provides baseline information on the technologies that are relevant for the presented thesis. Video distribution over the Internet is by itself far from being novel. The evolution of microprocessors and advances in video compression algorithms such as the H.264/MPEG-4 Advanced Video Coding (AVC) standard or, more recently, the HEVC/H.265 standard, have largely contributed for the increase consumption of video over the Internet. Their capability to achieve a considerable bandwidth reduction whilst still providing high video quality, together with faster processors, increased Internet availability and access speeds, were key factors for the video boom that we have seen in the past years. In fact, video will still be the main responsible for data traffic in the Internet for years to come. End-user expectation as also increased, besides access everywhere users also expect better video quality and new experiences (e.g. 360º virtual reality videos, already available in YouTube). Distribution of multiview video to end-users in a large scale, was something been forecast many times in the past, mainly because it enables the visualization of 3D content. The selling of 3D technology enabled devices and content, besides the noted interest in the past 3-4 years, still is below expectations and with the exception of cinema, there are few adepts of the technology in personal or home environments. This thesis is presented in the assumption the multiview technology will be more user friendly in the upcoming years, providing a comfortable user experience in smaller devices such as personal computers, laptops and mobile phones (and also the home TV set). When such milestone is achieved, multiview can be expected to be implemented in full force, therefore the main issue will be on how to distribute it timely and in a resilient, pervasive and bandwidth efficient manner. Towards this goal: Chapters 2.1 to 2.6 provide background information on video coding techniques; Chapter 2.7 describes server based video streaming technologies; Chapter 2.8 explains the packetisation structure used for the system concept and validation; Chapter 2.9 identifies different Peer-to-Peer (P2P) video streaming approaches; Chapter 2.10 provides a description of Content Delivery Networks (CDNs) whilst Chapter 2.11 focus on Peer-Assisted CDNs (PA-CDNs); Chapter 2.11, provides a summary on current existing QoS techniques needed to ensure proper treatment of the video packets is given at network level and, finally; Chapter 2.12 presents the overall remarks on this chapter.
2.1 Basics of video compression and the H.264/MPEG-4 AVC

Overall, video content can be seen as a sequence of pictures (called frames) played at a specific speed, commonly known as frames per second (fps). Frames are composed by many pixels arranged on a specific horizontal and vertical resolution (e.g., 1.280x720 for High Definition (HD), 1.920x1.080 for Full HD (FHD), 2.048x1.080 for 2K or 3.840x2.160 for 4K), where each pixel occupies 3 bytes (for a 24 bit colour coded image), one for each of the following colours: red, green and blue (also known as RGB). If no compression is used, the size of each frame is the total numbers of pixels multiplied by 3 Bytes and the raw video bitrate would be that result multiplied to the fps used in the encoding. Table 2-1 depicts some values for the abovementioned resolutions.

Table 2-1: Transmission rates for uncompressed video

<table>
<thead>
<tr>
<th>Video resolution</th>
<th>Horizontal Pixels</th>
<th>Vertical Pixels</th>
<th>Frame Pixels (Total)</th>
<th>Bytes per pixel</th>
<th>Total Frame size (Bytes)</th>
<th>Frames per second</th>
<th>Required raw transmission rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD</td>
<td>1.280</td>
<td>720</td>
<td>921.600</td>
<td>3</td>
<td>2.764.800</td>
<td>60</td>
<td>~166MB/s</td>
</tr>
<tr>
<td>FHD</td>
<td>1.920</td>
<td>1.080</td>
<td>2.073.600</td>
<td>3</td>
<td>6.220.800</td>
<td>60</td>
<td>~375MB/s</td>
</tr>
<tr>
<td>2K</td>
<td>2.048</td>
<td>1.080</td>
<td>2.211.840</td>
<td>3</td>
<td>6.635.520</td>
<td>60</td>
<td>~400MB/s</td>
</tr>
<tr>
<td>4K</td>
<td>3.840</td>
<td>2.160</td>
<td>8.294.400</td>
<td>3</td>
<td>24.883.200</td>
<td>60</td>
<td>~1.5GB/s</td>
</tr>
</tbody>
</table>

Such values would be very difficult to achieve in today’s Internet. The solution to this problem is to use spatial and temporal compression. Spatial compression is achieved through: (i) an entropy encoder to remove redundant information in each frame (e.g., pixels that are spatially close to each other typically have similar values); (ii) processing the image in the frequency domain and applying a mask to the high frequencies, which are known to provide small and sharp image details, and; (iii) using Chroma Subsampling to reduce smooth colour variations, which are imperceptible to the human eye, within the sampled image. Temporal compression, on the other hand, performs compression through predictive coding by analysing a group of frames across time. It is common for consecutive frames in a video shot to be almost identical. Redundant information between previous and next frames is removed and the difference stored in the form of a (shift) vector. This process is known as motion compensation and the ‘amount’ of shift is given by a motion vector. Hence the concept of I-frame (Intra frame), P-frames (predicted) and B-frames (bi-directionally predicted) is introduced. I-frames correspond to a full resolution of a reference image in a scene and do not depend on other video frames to be decoded. P-frames contain predictive information of a scene based on the information provided in previous frames and as such depend on these to be decoded. B-frames also contain predictive information of a scene, but are based on the information provided by both past and future video frames.
H.264/MPEG-4 Advanced Video Coding (AVC) standard* [6] makes use of all these compression techniques plus a number of new features that allow it to compress video much more efficiently. It is currently one of the most used video coding standards used to distribute video. For reference, the H.264/AVC has been officially released in 2003 by the Joint Video Team of the ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG). Since then, many revisions, corrigenda, and amendments have been released. Of relevance for this Thesis are the ones depicted in Table 2-2.

<table>
<thead>
<tr>
<th>Version</th>
<th>Date</th>
<th>Release description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version 8</td>
<td>November 22, 2007</td>
<td>Major addition to H.264/AVC containing the amendment for Scalable Video Coding (SVC)</td>
</tr>
<tr>
<td>Version 11</td>
<td>March 16, 2009</td>
<td>Major addition to H.264/AVC containing the amendment for Multiview Video Coding (MVC) extension</td>
</tr>
<tr>
<td>Version 18</td>
<td>April 13, 2013</td>
<td>Amendment to specify the coding of depth map data for 3D stereoscopic video</td>
</tr>
<tr>
<td>Version 21</td>
<td>February 13, 2014</td>
<td>Amendment to specify the Enhanced Multiview Depth High profile</td>
</tr>
</tbody>
</table>

When compared to previous standards, H.264/AVC gains in compression efficiency can be up to 50%, whilst the decoder complexity is about four times that of MPEG-2 [7].

Some of the major features that make H.264/AVC a successful video coding standard are:

- **Intra Prediction**: as with previous video coding standards, H.264/AVC divides the image into small square blocks called macroblocks. Typically these are 16x16 pixel Y blocks, related with luminance information and 4x4 pixel Cr and Cb blocks, related with colour information. The reason why the colour blocks are smaller is because the human eye is less sensitive to colour than to luminance. *Intra prediction* means that the samples of a macroblock are predicted by using only information of already transmitted macroblocks of the same image (frame). For the prediction purpose, nine different prediction modes are supported (e.g., vertical prediction, horizontal prediction, DC-prediction and plane-prediction), where blocks are predicted from previously decoded blocks to the north, north-east, and west (in a frame structure). For further information on intra prediction modes, please refer to [8].

- **Motion Compensated Prediction**: contrary to previous standards where only blocks of the size 16x16 and 8x8 were supported, H.264/AVC allows each macroblock to be divided into smaller partitions and even sub-macroblock partitions, as depicted in Figure 2-1 below.

* In this thesis the short acronym H.264/AVC will be used
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Figure 2-1: H.264/AVC macroblock partitions

Such fine-graining enables more efficient motion-compensated prediction, since with smaller blocks better matches can be found and used with motion vectors (which provide the corresponding position of the block in a previous frame). It is important to note the H.264/AVC allows multiple previous reference images to be stored in memory which further increases the coding efficiency of the motion compensated prediction.

- **Transform Coding**: when predicting the current image, motion compensation is used from already reconstructed images, as seen before. In order to reduce the spatial redundancy of the prediction error, transform coding is applied to each block. Contrary to the previous video coding standards, where a Discrete Cosine Transform (DCT) was used, H.264/AVC uses (different) Integer Transforms. Compared to a DCT, the Integer Transforms have only integer numbers ranging from −2 to 2 in the transform matrix, which allows computing the transform and the inverse transform in 16-bit arithmetic using only low complex shift, add, and subtract operations [7]. Further information on the H.264/AVC transform coding can be found on [9].

- **Entropy Coding Schemes**: H.264/AVC specifies two new entropy coding techniques which represent major improvements in terms of coding efficiency, these are: Context Adaptive Variable Length Coding (CAVLC) - an adaptive variant of Huffman coding - and Context Adaptive Binary Arithmetic Coding (CABAC) - based on arithmetic coding techniques. The latter achieves compression ratios that are 10% to 15% higher than CAVLC [10]. For further information on CABAC please refer to [10].

- **Adaptive Deblocking Filter**: when using macroblocks to process a frame, artefacts can appear at the block edges, a common fate in previous standards, such as the H.263, which did not mandatory-enforced the filtering of the block edges. To ensure the quality intended by the video producer reaches the consumer, H.264/AVC mandates the filtering process to be carried out in the coding loop, where three levels of the Adaptive Deblocking Filter are foreseen: slice level, block edge level and sample level. According to [11] loop filtering typically improves both objective and subjective quality of video streams with significant reduction in decoder complexity when compared to post filtering.

- **Profiles and Levels**: H.264/AVC was designed to suite the requirements of a large range of video application domains such as video conferencing, mobile video, consumer and high definition broadcast. This includes different bit rates, resolutions and video quality.
Hence profiles and levels were specified to ensure conformance of encoders and decoders with the standard (profiles define sets of coding tools and algorithms that can be used, while levels place constraints on the bitstream parameters). Profiles also allow a decoder to quickly recognize the requirements to decode a specific stream. In its initial release, only two profiles have been initially defined, currently there are more, some were already depicted in Table 2-2. For reference, the following are the most well-known H.264/AVC profiles:

- **Baseline Profile** (BP): the simplest profile, targeting low-cost applications - mainly used for video conferencing and mobile video;
- **Main Profile** (MP): targeted for consumer broadcast (standard-definition digital TV broadcasts that use the MPEG-4 format) and storage applications, but has been overtaken by the High Profile (see below);
- **Extended Profile** (XP): intended for streaming video, achieves high compression with improved robustness to data loss and has special characteristics for server stream switching;
- **High Profile** (HiP): intended for high definition broadcast (HDTV) and disc storage (e.g., Blu-ray)

For a complete and updated list of the H.264/AVC Profiles and levels, please refer to [6].

### 2.2 Scalable Video Coding (SVC)

Scalable Video Coding (SVC) provides the ability to recover acceptable video quality by decoding only parts of a video bitstream. Technically it enables decoding partial bitstreams in order to provide lower temporal (frame rate) or spatial (frame size) resolutions, or reduced fidelity (signal-to-noise ratio (SNR)) video, while retaining a high reconstruction quality (relative to the rate of the partial bitstreams). Hence, scalability refers to the capability of removing parts of the video bitstream in order to adapt it to the heterogeneous network conditions, terminal capabilities and end-user preferences. The different types of scalability can also be combined so that different spatio–temporal resolutions and bit rates can be supported within a single scalable bit stream.

One of the most important features of SVC is, the source content has to be encoded only once (for the highest required resolution and bit rate), resulting in a scalable bit stream from which representations with lower resolution and/or quality can be obtained by discarding selected data. In comparison to single-layer coding, bit rate increases of 10% to 50%, for the same fidelity, might be tolerable [12].

Temporal scalability can be achieved in different ways, but the main principle is the same, there is a temporal base layer and multiple temporal enhancement layers, where each layer depends on the
previous layers. Figure 2-2 illustrates 3 different approaches for achieving temporal scalability, where the set of pictures between two successive pictures of the temporal base layer, together with the succeeding base layer picture, is referred to as a group of pictures (GOP). $T_k$ represents a specific temporal layer.

![Figure 2-2: Temporal scalability with hierarchical prediction structures, adapted from [12]](image)

Figure 2-2 (a) depicts temporal scalability with hierarchical B-pictures. By using the depicted coding scheme (a dyadic prediction structure) it is easy to see that any temporal layer $T_k$ can be obtained/decoded independently of other temporal layers greater than $k$ (e.g., $T_1$ can be decoded independently of having received the temporal layers $T_2$ or $T_3$ - on the other hand, $T_2$ and $T_3$ depend on $T_1$ which depends from $T_0$, note that $T_3$ does not depend on $T_2$). In this scheme we have three independently decoded bitstreams with 1/8th ($T_0$ only), 1/4th ($T_0+T_1$) and 1/2 ($T_0+T_1+T_2$) of the full frame rate.

Figure 2-2 (b) depicts temporal scalability with a nondyadic hierarchical prediction structure. In this case there are only two independently decodable bitstreams with 1/9th ($T_0$ only) and 1/3rd ($T_0+T_1$) of the full frame rate. To improve coding efficiency, modification of the prediction structure for the temporal base layer may be modified across time.

Figure 2-2 (c) provides an example of a hierarchical prediction structure that does not use future frames for motion compensated prediction, hence the decoding is faster (with less delay). Taking
as an example T₁ in Figure 2-2 (a), it can be seen that this particular temporal layer needs to wait for 9 frames to be transmitted in order to be decoded.

In what respects spatial scalability, different spatial layers are used, each with a different resolution (the most common configurations adopts the 2:1 relation between neighbour layers, however different aspect ratios can be used by H.264/SVC). The principle is similar to that of temporal scalability, a higher spatial layer (e.g., Dᵢ) may be obtained (reconstructed/upsampled) from a lower one (e.g., Dₐ), using a technique called Inter-Layer Prediction. The word ‘may’ was used because in some cases, higher spatial layers can also be obtained by temporal prediction within the same spatial layer - this concept is shown in Figure 2-3. Generally the temporal prediction provides a better approximation of the original signal than the upsampled lower layer reconstruction.

![Figure 2-3: Spatial scalability with inter-layer and temporal prediction, adapted from [12]](image)

As depicted in Figure 2-3, the lower spatial layer may have a different frame rate than the upper spatial layer, in other words, lower layer pictures do not need to be present in all access units. This means inter-layer prediction can only take place inside a given access unit using a layer with a spatial layer identifier inferior to the spatial layer identifier of the layer to be predicted.

For further information on SVC, please refer to the H.264/AVC standard [6] or [12].

### 2.3 The 3D Video Format Concept

Stereoscopic video mimics human binocular view and consists of coding scenes captured by two slightly separated cameras. It basically consists on a time sequence transmission of two sets of images (left view and right view), forming a two-dimensional arrangement. Figure 2-4 illustrates how video data from a multiple camera scenario may be arranged after being captured.
In full spatial resolution the video information from each camera is captured at the full spatial resolution with a temporally synchronized camera array - this produces very high video quality with a very high bitrate. In frame compatible 3D video formats the two stereo views are multiplexed into a single coded frame, where each coded view has half the resolution of the full coded frame and the frame rate is equivalent to that of a single view – this format is compatible with existing encoding, decoding and delivery infrastructure. In service-compatible 3D video formats, left and right views are transmitted as independent video elementary streams that can be consumed simultaneously by both legacy 2D and 3D devices with high 3D video quality.

The coding of stereoscopic images has been researched for many years, mainly in exploiting the correlation between the two views. Since both cameras capture the same scene, the basic idea is to exploit the interview redundancy for compression, which can be of two types: interview similarity across adjacent camera views, and temporal similarity between temporally successive images of each video. A coder that can take advantage of these redundancies is usually called a multiview coder.

### 2.4 Multiview Video Coding (MVC)

Multiview Video Coding (MVC) is fundamental to reach acceptable compression efficiency for the representation of multiple views of a video scene, such as in multiple synchronized video cameras (i.e., stereo-paired video for 3D viewing). The compression efficiency is obtained through inter-view, temporal and spatial prediction, as illustrated in Figure 2-5:
Since the cameras capture the same scene from nearby viewpoints, a considerable inter-view redundancy is present. While intra-coded pictures (I-frames) provide full information of a view in a specific time, the bi-directionally predicted frames (B-frames) are computed from temporally neighbouring images and adjacent views. This brings a significant compression gain and lower bitrate. In recognition of this high quality encoding capability and support for backward compatibility, the Stereo High profile of the MVC extension was selected by the Blu-Ray Disc Association as the coding format for 3D video with high-definition resolution.

MVC, however, assumes fixed view positions and does not support viewpoint adjustment or additional viewpoint generation in the receiver-side. In MVC it is normal to transmit the complete set of captured views throughout the media session, being therefore broadcast delivery of content its natural application.

The use of MVC also mandates the compressed multiview stream to include a base view bitstream coded independently from all other views - this ensures compatibility with decoders for single-view profile of the standard. This is especially important for the television broadcast use case, where the base view could be extracted and decoded by legacy receivers, while newer 3D receivers could decode the additional 3D bitstream including non-base views.

To address this need for flexibility and customizability, the H.264/AVC design, covers a video coding layer (VCL) designed to efficiently represent the video content, and a Network Abstraction Layer (NAL), see Figure 2-6.

![Figure 2-6: Structure of H.264/AVC video encoder](image)

The NAL formats the VCL representation of the video and provides header information in a manner appropriate for conveyance by a variety of transport layers or storage media. Different types of NAL units exist (also known as NUT), some are for coded video pictures, while others for non-picture data such as parameter sets and supplemental enhancement information (SEI) messages. MVC makes use of the NAL unit type structure to provide backward compatibility for multiview video, where the video data associated with a base view is encapsulated in NUT defined for the 2D video, while the video data associated with the additional views are
encapsulated in a different NUT, that is used for both scalable video coding (SVC) [6] and multiview video†.

A scalable video sequence may hence be achieved, composed of a so-called base-layer and of one (or more) enhancement-layer(s): compared to a single-layer sequence, the base-layer is self-contained and fully decodable to a signal of lower quality and/or lower resolution in terms of pixel or time. Enhancement layers, on the contrary, cannot be decoded if the base layer is lost or damaged and can only be used to improve the overall quality. Therefore, scalable coders allow a stream to be sent over channels with different bandwidth constraints or to devices having different capabilities. However, the bit rate that is required for a given level of video quality still increases approximately linearly with the number of coded views [14] hence using MVC to transmit a large number of video views for multiview displays is not feasible.

### 2.5 Multiview Video Coding plus Depth (MVD) and the new 3D-HEVC

In multiview plus depth (MVD) coding a layer can represent texture, depth, or other auxiliary information of a scene related to a specific camera perspective, thus multiview plus depth coding provides redundancy reduction among different views at the same time instance, for which the content is usually rather similar and only varies by a slightly different viewing position [18].

MVD enables to effectively adapt the video content on different displays (e.g., multistereoscopic displays, capable of displaying multiple views at the same time) and viewing conditions, such as viewing distance, as well as for meeting individual preferences. This is ensured through disparity adjustment between views [15], the concept is illustrated in Figure 2-7.

![Figure 2-7: Example of resolutions of texture and depth view components](image)

In contrast to video or texture data, depth maps contain sharp edges at boundaries between objects with different scene depth. They are also characterized by having large areas of similar or slowly varying sample values. Depth data are a monochromatic signal provided by grayscale images, where each pixel indicates the distance of the corresponding 3D-point from the camera (also called depth map). By relying on the available texture (conventional 2D colour sequences, providing colour information) and depth data, using projective geometry [27], it is possible to

† A flag is specified to distinguish whether the NAL unit is associated with an SVC or MVC bitstream
synthesize a novel view of the scene from a viewpoint which differs from those captured by the cameras.

The multiview video plus depth (MVD) representation is one of the most prominent techniques to enable flexible view synthesis in the rendering end. In MVD, each texture image sequence is accompanied by the corresponding per-pixel depth map sequence.

More recently, as a result of significant advances in video coding, the High-Efficiency Video Coding (HEVC) standard was released as ITU-T Recommendation H.265 and ISO/IEC 23008-2 (MPEG-H Part 2). Its video coding layer design is based on conventional block-based motion compensated hybrid video coding concepts, but with some important differences relative to the prior standards: increased video resolution and increased use of parallel processing architectures. When correctly configured, the features of the new design can encode videos with 50% less bit rate (on average) for equal perceptual video quality [17].

Based on the new features of HEVC, a 3D video coding extension was developed to enhance the depth performance of 3D video formats such as the MVD. The 3D extension of HEVC (3D-HEVC) is included in the third version of HEVC (February 2015) and provides increased coding efficiency by joint coding of texture and depth for advanced 3D displays.

3D-HEVC makes use of three different tools for the coding of dependent views, these are: Disparity-Compensated Prediction, Inter-View Motion Parameter Prediction and Inter-View Residual Prediction. The disparity-compensated prediction (DCP) enables inter-picture prediction using already coded pictures from other views at the same time instance. The approach is different from the one used by motion compensated prediction (described in Chapter 2.1), where the inter-picture prediction was achieved using already coded pictures from the same view at different time instances. The inter-view motion parameter prediction enables the prediction of motion parameters in a dependent view from an already coded and transmitted view at the same time instance, thus it assumes that different views of the same scene have similar motion parameters. Finally, the Inter-View Residual Prediction assumes that different views of the same scene also have similar residual signals hence the coding efficiency in a currently coded dependent view can be improved from a reconstructed residual signal of an already coded view.

Furthermore 3D-HEVC introduces new intra coding techniques, called depth modelling modes, and modifies the motion-compensated prediction and motion vector coding for the coding of depth maps.
2.6 3D Video Representation and Coding

The scene set-up used a 4 camera array (camera 1 to camera 4) in a linear arrangement, as shown in Figure 2-8.

![3D video representation and coding with multiple description](image)

The two cameras in the centre (cam2 and cam3) form a stereoscopic pair and the other two cameras (cam1 and cam4) were located on either side of the central stereoscopic video pair at a farther distance than stereoscopic baseline distance. A compressed video stream that results from the format illustrated in Figure 2-8 was obtained by using the SVC extension of MPEG-4 Part 10/ H.264 Advanced Video Coding (H.264/AVC) standard. A poly-phase spatial sub-sampling approach was adopted to create a description out of a single camera view. Both of the descriptions are combined column-by-column to create a full resolution camera pair (or the colour-plus-disparity pair, if side cameras are under concern). If either of the descriptions is lost or discarded, the full resolution representation is reconstructed by interpolating the even (odd) columns from odd (even) columns. Each formed description is effectively treated as a video stream and SVC is applied on each description.

<table>
<thead>
<tr>
<th>#</th>
<th>Content type</th>
<th>Description</th>
<th>Tx means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Base Layer Half colour + Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>2.</td>
<td>Base Layer Half colour + Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>3.</td>
<td>Q. Enhancement Half colour + Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>4.</td>
<td>Q. Enhancement Half colour + Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>Camera 2 + Camera 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Base Layer Half colour</td>
<td>1</td>
<td>DVB-T2</td>
</tr>
<tr>
<td>6.</td>
<td>Base Layer Half colour</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>7.</td>
<td>Base Layer Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>8.</td>
<td>Base Layer Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>9.</td>
<td>Q. Enhancement Layer Half colour</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>10.</td>
<td>Q. Enhancement Layer Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>11.</td>
<td>Q. Enhancement Layer Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>Camera 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>Base Layer Half colour + Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>13.</td>
<td>Base Layer Half colour + Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
<tr>
<td>14.</td>
<td>Q. Enhancement Half colour + Half depth</td>
<td>1</td>
<td>IP</td>
</tr>
<tr>
<td>15.</td>
<td>Q. Enhancement Half colour + Half depth</td>
<td>2</td>
<td>IP</td>
</tr>
</tbody>
</table>
The centre stereoscopic camera pair (cam2 and cam3) is split to 1 DVB-T2 stream and 6 P2P/IP streams (3 descriptions – 2 quality layers in each). Side cameras (cam1 and cam4) are split to 4 streams each (2 descriptions for each camera – 2 layers in each description). Different from the central stereoscopic camera pair, the descriptions are formed by combining the disparity map and the camera in the same video frame. The full set of produced video streams is depicted in Table 2-3.

2.7 Video Streaming Technologies

Video streaming in the current Internet can mainly be achieved in three different ways: Real-Time Streaming Protocol (RTSP) with Real-time Transport Protocol (RTP) streaming (through UDP or TCP), HTTP streaming or adaptive HTTP streaming (TCP only). Today, the vast majority of Internet applications use HTTP streaming and adaptive HTTP streaming, mainly because: (i) it avoids the need for a media control server, such as an RTSP server (reducing the cost of a large-scale deployment over the Internet); (ii) of the pervasive characteristics of HTTP approaches (e.g., can bypass security rules imposed by firewalls) and; (iii) the client (rather than the server) maintains the intelligence to determine which piece of information to send next, considerably improving server-side scalability.

2.7.1 Streaming using RTSP with RTP

RTSP [19] was one of the first solutions for the setup and control of the delivery of data with real-time properties (such as audio and video). It was developed to control multiple data delivery sessions (play/pause/resume/teardown, repositioning of playback, fast forward and rewind), provide a means for choosing delivery channels such as UDP, multicast UDP and TCP, and delivery mechanisms based on RTP [21]. The current version, RTSP 2.0 (released in December 2016), is not backwards compatible with the previous version. The reasons why RTSP 2.0 was decided not to be backwards compatible with RTSP 1.0 can be found on [21].

In the vast majority of cases, RSTP uses RTP as the media delivery mechanism, hence RTSP is considered to be an out-of-band protocol – the RTSP messages are sent over a separated channel (different ports) from the media stream, whose packet structure is defined by RTP. Thus, when using RTSP, the actual media/video content is encapsulated in RTP packets which include payload type identification, sequence numbering, timestamping and source synchronization (each source may have its own independent stream of packets). RTP is commonly used for transporting formats such as PCM, ACC, and MP3 for sound and MPEG and H.263, H.264 and HEVC/H.265 for video. RTP, however, does not provide mechanisms to ensure time/sequence/order delivery or provide any quality-of-service guarantees, as it relies on lower-layer services. If streaming stored
media (i.e., not live media) RTP over TCP is used and the transfer of the media content can be compared to a file transfer. If streaming real-time media, than RTP over UDP is the preferred method, however it may not work on the current Internet due to firewall rules (historically, UDP traffic is blocked by firewalls). As an alternative, RTSP has a specific mode of interleaving the RTP and RTCP packets onto the existing TCP connection being used for RTSP, see section 14 in [19]. When this mode is used, the client connects to the RTSP server and all communications flow over a single TCP connection.

2.7.2 HTTP streaming

In HTTP streaming the media/video file is stored in an HTTP server as an ordinary object with a specific URL. The video content is divided into smaller fragments, called chunks, and a video client plays it by fetching (through HTTP GET messages) the chunks in a chronological order. The server sends (through HTTP Response messages) the chunks as fast as the TCP congestion protocol allows it. Since the video is treated as a file, video prefetching (video is download at a higher rate than the consumption rate) is naturally achieved through the use of TCP. It has been shown [20] that when the average TCP throughput is roughly twice the media bit rate, streaming over TCP results in minimal starvation and low buffering delays. Application buffering, TCP buffering, and playout delay complement the video prefetching feature in order to ensure a smooth reproduction of the content. If the client wants to navigate in the video sequence, the HTTP byte-range header is used in the HTTP GET request message, specifying a specific range of bytes matching the location in the video the client currently wants to retrieve. It is important to note that HTTP is stateless, so when the server receives such type of request, it forgets about the previous bytes in sequence for transmission, and instead begins sending the bytes indicated in the byte-range request. Such condition represents a waste of network bandwidth and server resources [22]. For this reason, many HTTP streaming solutions use only a moderate-size client application buffer, or limit the amount of prefetched video using the byte-range header in HTTP requests [23]. Overall, HTTP streaming solutions were widely deployed, but have been consistently replaced by adaptive streaming to solve the major HTTP streaming shortcoming - all the clients receive the same encoding of the video, independently of their network conditions.

2.7.3 HTTP Adaptive Streaming (HAS)

HTTP Adaptive Streaming is an umbrella term for various HTTP-based streaming technologies that allow a client to adaptively switch between multiple bitrates, depending on current network conditions [24]. A wide variety of adaptive streaming protocols have emerged recently, being the most well-known proprietary solutions the Apple's HTTP Live Streaming (HLS), Microsoft's HTTP Smooth Streaming (HSS), and Adobe's HTTP Dynamic Streaming (HDS), and the
standardized solutions the 3GPP Adaptive HTTP Streaming (AHS) and MPEG Dynamic Adaptive Streaming over HTTP (DASH). From these, DASH is the solution that will be used to describe the concepts of adaptive streaming. In DASH the videos are also split in chunks, and each chunk is now encoded at multiple bitrates. The chunks from different streams (thus different video quality) are transmitted in a way that the client can switch between different streams (different bitrate) if necessary (e.g., if suffering from increased delay or if the end-to-end bandwidth changes during the session). The client selects different chunks one at a time with HTTP GET request messages [25]. Hence, with DASH, the HTTP server has to have a manifest file containing the URL and the bit rate for each of the video versions. The client learns about the various versions by first requesting the manifest file. Afterwards the client then selects one chunk at a time by specifying a URL and a byte range in an HTTP GET request message for each chunk. By dynamically monitoring the available bandwidth and client buffer level, and adjusting the transmission rate with version switching, DASH can often achieve continuous playout at the best possible quality level without frame freezing or skipping [26].

2.8 Packetisation Structure Used in This Thesis

In any of the abovementioned mechanisms, when using TCP, the transmission rate (from server to client) can significantly vary due to the TCP congestion control mechanism (a “saw-tooth” variation is common). Packets can also suffer significant delay. Even though it is acknowledged the use of prefetching with application and TCP buffers considerably improves client playout and end-user watching experience, the architecture proposed in this Thesis is built upon the following principles: (i) a DVB-T2 signal will always be available to the P2P clients; (ii) there should be a super-peer (server) with a copy of the content at each enabled ISP; (iii) traffic at ISP core network needs to be drastically reduced; (iv) inter-ISP traffic should be avoided whenever possible.

These principles, mandate the usage of UDP (for pure IP multicast at the ISP’s core network, as explained in Chapter 3), furthermore, Since DVB-T2 standard will be used for DVB broadcasting and it is using MPEG-2 Transport Stream (MPEG2 TS) packets, using the same encapsulation for P2P has an advantage of having a common standard that can be handled by the same tools at the receiving side.

With these in mind each stream identified in Table 2-3 is to be transmitted through MPEG2 TS. The effective use of MPEG2-TS built-in Program Clock Reference (PCR) also facilitates the synchronisation task of the streams received from DVB-T2 and P2P network. The generation of chunks is performed on the encrypted MPEG2-TS packets that contain the encoded content. These chunks are then distributed over the P2P network. The P2P chunks will be small-sized (<MTU size), to avoid IP fragmentation, but variable in size. According to this scheme each video
frame is sliced during the encoding process into NAL units (NALUs), as explained in Chapter 2.4. Each NALU will be encapsulated into a chunk with a unique ID. The resulting packetisation scheme is shown in Figure 2-9. The encapsulation of the NALU directly on top of UDP reduces the overhead in 12 bytes, when compared to the usage of RTP over UDP.

![Video frame packetisation structure as used by this thesis](image)

**Figure 2-9: Video frame packetisation structure as used by this thesis**

The end-user will receive the ‘Base Layer Half Colour (cam2+cam3)’ stream through DVB-T2 while receiving at the same time (with increased delay) the other IP streams from the P2P network. The decoded video quality will therefore be proportional to the number of received IP streams. It is important to note that each description is sent to the peer in a different IP stream, such that if packets of the corresponding description are lost, then the associated packet in the other description are used to reconstruct the video frame with a slightly downgraded quality.

Figure 2-10 provides an example of the possible streams being received at a decoder. Taking in consideration results from [30][31], it was initially assumed average bitrates between 4Mbps and 5Mbps per stream, meaning each user would require a considerable amount of bandwidth just to consume the stereoscopic view with depth adjustment and fast viewpoint navigation capability (either towards Camera 1 or Camera 4). If the user moves to a viewpoint between Camera 1 and Cameras 2+3, then additional IP video streams will be needed, resulting in additional bandwidth consumption.

For the specific case of the end device to be a multi-view display with multiple view capability (e.g. 8 views at the same time), the streaming server would need to send 14 IP streams which could imply a total of 70Mbps, just for this device. As it can easily be understood, when considering a client-server approach in today’s Internet, these numbers can rapidly consume the server’s bandwidth. A possible solution to this problem would be the use IP multicast transmission towards the clients, but after many years of experimentation, IP multicast is not currently a ubiquitous service on the public Internet, being mostly deployed on private/corporate networks. The main reasons behind this lack of support are related to inter-domain routing issues, lack of standardized congestion control mechanisms for multicast traffic and inherent multicast security issues, which are essential if multicast applications are to be safely deployed.
2.9 P2P Video Streaming Approaches

Peer-to-Peer (P2P) video streaming approaches are based on their file-sharing equivalents. A (video) content server enables end-users, called peers, to obtain specific video content and make it available to other peers through the use of a diffusion mechanism which is implemented as software called peer-to-peer client. In the P2P file sharing paradigm, the peer selection creates an overlay network formed by logical connections between peers. This overlay network can be structured or unstructured, which has resulted in two fundamental architectures: Tree-based Push Systems (structured) and Mesh-based Pull Systems (unstructured).

Studies devoted to the discussion of the design of the aforementioned tree-based push and mesh-based pull schemes have been presented in prior literature surveys [59][60][61]. In a Tree-based Push System, a tree-based overlay is formed as an application-layer multicast tree where the video content is pushed from the root (the server) towards the leaves of the tree - as such tree-based push systems are a natural extension of Content Delivery Networks (CDN), discussed at the next subchapter. The concept has been proposed in some seminal works including [62][63][64], and also implemented (e.g., the end system multcast (ESM) [65]). The main research issue in tree-based systems is the overlay formation and maintenance. More specifically, the structure of the trees must withstand peer dynamics and exploit the peer’s available resources effectively. Tree-based systems perform well in terms of delay because of the predefined topology. On the other hand, they are prone to churn because the overlay has to be repaired after peer arrival and departures.

On the other hand, a Mesh-based Pull System relies on the dynamic formation of logical links between peers. The establishment of logical connections is performed upon mutual agreement of peers, so it requires peers to share the information about their media repository, which guides a peer to pull its desired media chunk from other peers. An example commonly referred to as a P2P
stream solution based on the mesh-based system is PPLive (http://www.pptv.com). Two main issues are present in mesh-based systems: peer selection and chunk scheduling. Peer selection is the process of selecting peers to establish partnerships with and chunk scheduling is defined as the process of scheduling the pull requests to other peers in order to obtain missing chunks. Mesh based systems can tolerate frequent peer arrival and departures, however, they perform poorly in terms of delay.

Table 2-4 summarizes the characteristics of both these two P2P distribution architectures.

**Table 2-4: Feature comparison - Tree-based Push Systems vs Mesh-based Pull Systems**

<table>
<thead>
<tr>
<th>Tree-based Push Systems (Structured overlay)</th>
<th>Mesh-based Pull Systems (Unstructured overlay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both tree-based and mesh-based overlays are characterized by a tree-like structure</td>
<td>Compared with CDN, the client upload bandwidth is better utilized, and the traffic load on the video server is significantly reduced, leading to a more scalable system.</td>
</tr>
<tr>
<td>In both approaches, peers receive different pieces of video content from different parents and forward these pieces to children peers</td>
<td>Based on application-layer multicast trees on top of which resides the video server.</td>
</tr>
<tr>
<td>The server maintains the structure of the trees, monitors the overlay, and distributes video chunks in the tree</td>
<td>Connections between peers are formed dynamically according to certain peer selection criteria.</td>
</tr>
<tr>
<td>A central server reconstructs the overlay in case of peer departures</td>
<td>The peers self-reconfigure in case of peer departures.</td>
</tr>
<tr>
<td>The video content is pushed from the root towards the leaves of the tree</td>
<td>The video content is pulled by the peers from their neighbours.</td>
</tr>
<tr>
<td>In each tree, a number of peers are directly connected to the server, they are called Top-level parents</td>
<td>Peers are randomly connected.</td>
</tr>
<tr>
<td>Each peer may participate in all the trees. Consequently, each tree is formed by the same set of peers. However, each peer is placed in a different position in each tree.</td>
<td>Each peer also participate in multiple distribution trees, but without hierarchical definition.</td>
</tr>
<tr>
<td>In each tree, a peer has a single source peer called parent and a set of destination peers called children. If the peer is fertile it receives video chunks from its parent peer and forwards the received chunks to its children peers.</td>
<td>There is a high peering degree - the topology is a mesh.</td>
</tr>
<tr>
<td>Due to upload bandwidth restrictions, a peer can be fertile in some trees and sterile in the others.</td>
<td>Similar but in a mesh topology.</td>
</tr>
<tr>
<td>The upload bandwidth is not fully utilized, as the leaf nodes that account for the major part of the system never share their upload bandwidth.</td>
<td>The suboptimal distribution of chunks due to random pulling may lead to a certain extent of bandwidth waste.</td>
</tr>
<tr>
<td>Leaf nodes of the tree are consumers without uploading any content to the other peers (also known as sterile peers).</td>
<td>Fair distribution of resources amongst peers.</td>
</tr>
<tr>
<td>A peer can be repositioned several times throughout the duration of its session due to peer arrivals and departures.</td>
<td>A peer can re-compute its peering connections on the swarm several times throughout the duration of its session due to peer arrivals and departures.</td>
</tr>
<tr>
<td>When a peer is disconnected from a subset of the available trees, it can still receive chunks via the rest of the trees.</td>
<td>It is very robust against peer churn, due to the randomness embedded in the peering procedure and also the high peering degree in a system.</td>
</tr>
<tr>
<td>Resilience to the peer churn can be improved by using multiple multicast trees - video chunks are sent to each tree in a Round-Robin fashion.</td>
<td>Since there is no central server, chunks arrive according to their availability on the swarm.</td>
</tr>
<tr>
<td>Within a stable streaming tree, the delay is strictly bounded: its maximum value is determined by the longest overlay path from the root (server) to the leaf nodes.</td>
<td>It cannot guarantee a deterministic delay bound, as the path from one peer to another can be arbitrarily long. In addition, the transmission delay is not the only source of delay and the available bandwidth plays a significant role in delay performance. This results in unpleasant playback experiences, such as long start-up delays and playback freezes.</td>
</tr>
<tr>
<td>The complexity of maintaining a stable tree is high in the face of peer churn. In particular, when internal nodes leave, streaming disruptions may happen due to a slow recovery of the streaming tree.</td>
<td>The maintenance complexity is low, thanks to its robustness against system dynamics and also the less rigid logical structure in the overlay.</td>
</tr>
<tr>
<td>Buffering is essential in order to accommodate delay diversity among flows traversing different trees.</td>
<td>Buffering is required to accommodate chunks that are received at random order and also to schedule requests for missing chunks.</td>
</tr>
</tbody>
</table>

Some key references: [64][68][69][70][71][72] Some key references:[63][66][73][74][75][76][77]
Further analysing key references for P2P distribution systems and checking their suitability for the proposed distribution of the multiple IP video streams the most relevant and inspiring solutions are described below.

**DONet** (also known as CoolStreaming) [66], proposes a P2P based data-driven overlay network for efficient live media streaming; video is divided to segments of uniform length and a buffer map is used to identify each video segment and to indicate if it is available - each node continuously exchanges its buffer map with partners where a special node, called deputy node, is responsible for providing the list of partners to new (joining) nodes. **DONet** also proposes a scheduling algorithm that calculates the number of potential suppliers for each video segment; basically the algorithm starts from those with only one supplier and so forth. If there are multiple suppliers, then the algorithm starts by selecting the one with highest bandwidth and enough available time. According to the authors, the average distance from origin node to a destination node is bounded by $O(\log n)$, where 95% of nodes can be reached up to 6 hops. An Internet-based **DONet** implementation, called CoolStreaming v.0.9, was released on May 30, 2004.

An unstructured P2P network (called **iGridMedia**) for interactive applications (such as online auction, person interview or video sharing) using a push-pull approach is proposed in [78]. **iGridMedia** aims to provide delay-guaranteed P2P live streaming service over the Internet - safeguarding the ISPs have dedicated servers to support the delay guaranteed interactive applications. For overlay construction, joining nodes must first contact a rendezvous point which is a server maintaining a partial list of current online nodes - then each node randomly finds other 15 nodes to establish a partnership. For the streaming delivery, in the pull mechanism, the video streaming is packetized into fixed-length packets called streaming packets marked by sequence numbers. Each node periodically sends buffer map packets to notify all its neighbours what streaming packets it has in the buffer and then explicitly requests its absent packets from neighbours. Once a packet fails to be pulled, it will be requested again. In the push mechanism, **iGridMedia** evenly partitions the stream into 16 sub streams, and each sub stream is composed of the packets whose sequence numbers are congruent to the same value modulo 16. Once a packet in one sub stream is successfully pulled from a peer, the remaining packets in this sub stream will be relayed directly from this peer. When a neighbour quits or packet loss occurs, the pull mechanism is started again. **iGridMedia** is fully implemented in C++.

Focusing only on application level multicast solutions and tree construction algorithms, **CoopNet** [68][69] and **SplitStream** [63] are the most interesting. **CoopNet** is a mechanism for distributing streaming media content using P2P cooperative networking; it uses a centralized approach where a central server is responsible to determine the path of distribution, indicating joining peers to which parent they should connect - the peer hierarchy is decided based on each peer available bandwidth (reported upon connection to the server – periodically afterwards) and their proximity.
(based on IP/BGPP prefix). CoopNet also employs multiple description coding to address the interruptions caused by the frequent joining and leaving of individual peers.

SplitStream is also a multicast mechanism for distributing content in P2P cooperative environments, but contrary to CoopNet, it uses a distributed approach; there is no central server and all nodes have the same responsibility - new nodes try to find a parent and join directly to the tree; trees are constructed in a distributed fashion using each peer’s upload and download bandwidth. In the distribution of content SplitStream divides data in multiple stripes and distributes each stripe per each tree – the source makes stripe selection and multicast each per a designated tree.

Parallel to academic research on P2P networking for the distribution of media content there were several EU projects on 3D media processing, delivery and presentation to the end-user. Some notable results have been found on SEA, 20-20 3D MEDIA, 3D4YOU, P2P-Next, MUSCADE, MOBILE3DTV, DIOMEDES, SKYMEDIA and ROMEO. SEA had aspects related to context-aware networking delivery platform for 2D/3D media. 20-20 3D MEDIA focused on creating complete 3D media-capable chain while considering distribution and networking of spatial media extensively. 3D4YOU had features of defining 3D media delivery formats for broadcasting for home entertainment applications. P2P-Next has aspects on P2P content delivery for user centric media distribution. MOBILE3DTV worked on delivery of stereoscopic 3D video over DVB-H. MUSCADE considered scalable 3D multi-view video via broadcast to home. DIOMEDES concentrated on combining DVB with P2P to deliver high quality 3D media to home. SKYMEDIA has aspects of delivery of DVB with P2P to deliver 3D media to home. DIOMEDES, further improving the results of combining P2P with DVB-T2 in the delivery of 3D media to home users and by providing a real-time audiovisual communication overlay for remote collaborating parties’ interaction. ROMEO [31] was built on top of DIOMEDES, finally improving the results of combining P2P with DVB-T2 in the delivery of 3D media to home users and by providing a real-time audiovisual communication overlay for remote collaborating parties’ interaction. ROMEO was the inspiration for the current thesis.

Overall, the current consensus is that using P2P systems for video streaming is an approach that inherently suffers from various problems including streaming discontinuity due to peer churn and heterogeneity in resources, which impact quality of service. Furthermore, existing P2P solutions are based on the distributed nature of P2P networking which inevitably results in randomized, wide-reaching traffic where content existing on topologically close peers is downloaded from distant peers, as illustrated in Figure 2-11.
Chapter 2. Background Information

Figure 2-11: Inter-ISP traffic caused by P2P applications (highly simplified view)

Research has shown that the existing P2P systems employ a peer-selection strategy which in the large majority of cases is unaware of the network underlay information, resulting in a largely random connected topology. As a consequence P2P applications provide cheap scalability for content providers at the expense of high network costs for Internet Service Providers (ISPs), a fact which reportedly polarized ISPs attitude towards peer-to-peer systems [32]. P2P traffic throttling reduce costs for ISPs but increase download times for users, inevitably, as stated in [33], ISPs and P2P developers play a game of cat and mouse - with this ‘unfair treatment’ of P2P applications by ISPs, the legality of P2P throttling is in question as ISPs and federal regulators try to reach decision from courts [34].

The biggest challenge for P2P applications is therefore to find a solution that retains the inherent advantages of P2P networking, such as its scalability and efficient use of bandwidth whilst ensuring quick reaction to network dynamics (caused by peer churn) and minimizing cross-ISP traffic, which have led ISPs to throttle down P2P traffic in peak hours.

2.10 Content Delivery Networks (CDN) and Peer Assisted CDN (PA-CDN)

The simplest and easiest way to distribute video content is to use the typical client-server paradigm and stream the videos directly from the server to clients. This approach, however, has some major drawbacks: (i) single point of failure – if the server fails the service is disrupted; (ii) clients may be too far from the server - implying increased end-to-end delay and jitter, increased
susceptibility of link failure and heavy inter-ISP traffic signature and; (iii) if many clients connect at the same time, server resources and correspondent subscribed link bandwidth (or traffic quotas) become a bottleneck.

To address these issues, in the late 90s, the concept of a Content Delivery Network (CDN) started to emerge. CDNs make use of multiple servers, scattered around multiple geographically distributed locations. These servers, also known as cache servers\footnote{Cache servers are also known by other names, such as, edge servers or edge points of presence} store copies of the content and serve clients nearest to their location. This concept is illustrated in Figure 2-12.

![Figure 2-12: Concept for a Content Delivery Network](image)

Well known CDNs are Google CDN (YouTube), Akamai’s CDN (also used by YouTube and Hulu), Netflix Open Connect (Netflix), Limelight Networks (also used by Hulu) and Level3 (also used by Hulu). An overview of these and other commercial CDNs can be found on [35], whilst an interesting study of Netflix, Hulu and their CDNs is provided in [36].

In what respects the location of the cache servers, there are mainly two different approaches [37]:

- **Enter Deep**: consists on deploying the cache servers in ISPs all over the world. This approach allows content to be available close to the end-users with the best possible bandwidth and avoiding the issues mentioned at the beginning of this chapter.
- **Bring Home**: consists on a less dense approach, by deploying the cache servers in a much smaller number of locations around the world, but providing each location with increased resources and connecting these using a private high-speed network.
When comparing both, the *Enter Deep* approach has a highly distributed design which may provide optimum throughputs with lowest delays. This design however considerably complicates the managing of the remote locations. On the other hand the *Bring Home* design provides a lower management overhead but end-users may suffer marginal lower throughput and a slight higher delay.

One important aspect of CDNs is related to the selection of the best cache servers for a specific end-user. The following are three possible approaches:

- **Geographically based**: this approach can be addressed in two different ways: (i) the CDN service provider uses the client IP address to map its geographic location (some providers of such service are Neustar [38] and MaxMind [39]) and hence determine the cache servers closest to it – this, however, may not always work, as the precise location of the client IP addresses is not always known - , and; (ii) use Domain Name System (DNS) resolution to intercept and redirect requests to the appropriate cache servers (detailed information on how this can be achieved is provided in [40]) – unfortunately, this approach will not work when clients are configured to use remote DNS servers (such as the well-known Google DNS servers 8.8.8.8 and 4.4.4.4). In these situations the DNS server and the client will mostly be far away from each other.

- **Performance based**: this approach also makes use of the DNS interception as described in the geographically based approach to provide clients with different cache server locations (from time to time). The goal is to measure network conditions between specific cache servers and clients. Such measurements can be done directly through specific tools or, indirectly by measuring response times in common client-server transactions (e.g., during TCP three-way-handshake) – even though the redirection to different cache server locations does not occur frequently, when it does, it may cause unsatisfying viewing conditions.

- **IP Anycast based**: the usage of IP anycast [41] enables a particular address to be available in multiple locations. Packets destined to an IP anycast address are hence routed to one of several available locations. When using this approach, the CDN service provider needs to assign the same IP address in each of its cache servers’ locations. Since Internet routing is performed through the Border Gateway Protocol (BGP), the CDN service provider will also need to advertise this IP address in at least one BGP router per location. The behaviour of BGP is to treat these route advertisements as different paths to the same location when, in fact, they refer to different locations. When receiving a packet for this IP anycast address, the first router will route it according to its BGP routing table, if there is only one path, the BGP router forwards the packet through that path, if there are multiple equal cost paths, then the BGP router forwards the packet to the different
interfaces in the path. This procedure goes on until the packet reaches the closest cache server location. After that a server in the cache server’s cluster responds to the client and the video streaming process starts.

Other important aspects when designing CDNs are: (i) the location of the cache servers [42]; (ii) load balancing algorithms, to ensure clients are redirected to the cache server location capable of providing the best service; (iii) provisioning of enough resources to each cache server cluster to ensure highest throughput and minimum delay; (iv) safeguarding proper service level agreements (SLAs) are in place between the CDN service provider and the anchoring ISPs and; (v) what content to replicate [43][44][45]. Additional information on these aspects can be found on [46].

Even considering all the advantages brought by CDNs, current and future demands for video traffic on the Internet is/will be able to push CDNs to their limit [47][48]. The major drawback of the CDN model is its inability to take advantage of the upload bandwidth of the clients, which effectively puts the entire load onto the CDN infrastructure.

The search for alternative solutions has led to an emerging and attractive solution known as Peer Assisted CDN (PA-CDN\(^3\)). The core principle of PA-CDNs is to merge the advantages of the two worlds, P2P and CDN. Thus, PA-CDNs enable the distribution of (video) content over the Internet at a very large scale, with good resiliency and quality of service assurances whilst considerably lowering infrastructure and bandwidth associated costs of the CDN service providers. PA-CDNs solve the major issue of P2P distribution networks (which is content throughput being considerably crippled by peer churn) by making the CDN cache servers having a copy of the content. In such cases, the cache servers will only have to support few clients. If the content is being requested by multiple peers, there is sufficient capacity to deliver content in the P2P swarm, and the load on the cache servers can even drop, as the content could be mainly shared through centrally managed P2P swarming algorithms [49][50][51]. Furthermore, based on the findings in [52][53][54], PA-CDNs can offload between 50% to an astounding 88% traffic from CDNs.

The great majority of PA-CDNs use a centralized architecture, whose basic operation proceedings can be summarized as follows: upon redirection to the nearest cache server location, the peer starts receiving the first video chunks from one of the cache servers. It also receives a list of peers to whom it should connect in the P2P swarm. If the connection to the swarm is unsuccessful, the cache server will send a refreshed list with new peers and, if still the capacity of the swarm is still insufficient, the cache server serves the peer directly. Thus the CDN has full control of the P2P network, which facilitates management and increases security. This approach is

\(^{3}\) The concept of PA-CDN is also known for other names, such as Hybrid P2P or Hybrid CDN and P2P
used by well-known PA-CDNs, such as KanKan, YouTube and Spotify as documented in [55]-[58].

2.11 QoS in Packet Switched Networks

The IP network convergence [79] has imposed the Internet as being the core infrastructure to attach various access technologies and to assure the transport of all kind of services and applications (e.g., data, audio, and video). A major challenge in the convergence environment is that each service or application has its own QoS requirements for bandwidth, latency, jitter, and loss. For example, applications like Voice over IP (VoIP) require 150ms of (mouth-to-ear) delay, 30ms of jitter and no more than 1% packet loss [80]. The interactive video or video conferencing streams embed voice call, and thus have the same service level requirements as VoIP. In contrast, the streaming video services, also known as video on-demand, have less stringent requirements than the VoIP due to buffering techniques usually built in the applications. Other services such as File Transfer Protocol (FTP) and e-mail are relatively non-interactive and delay-insensitive. This means that the Internet must be able to treat each service according to the service requirements and efficiently utilise the network resources for operators to maximise revenue. However, the legacy Internet system was not designed for these purposes; it treats all the services equally in a best-effort fashion. In order to make the Internet more attractive, the QoS provisioning consists of designing algorithms and protocols to enable the network to provide predictable, measurable, and differentiated levels of quality guarantees.

As a first enhancement to the best-effort service, is the classification of traffic into classes, and use these to provide different levels of service. Even though such feature was available since the first release of the IP protocol (1979), by using the Type of Service field in the IP header (currently renamed to DSCP/ECN\(^{*}\) field), its adoption has not been successful till the late 90s, when the first networks integrating audio, video and data start to emerge. There are 3 main QoS principles associated with this vision of service differentiation: (i) Classification & Marking – enables edge/ingress routers to recognize to which application packets belong and mark them according to a QoS policy; (ii) Isolation & Policing – provides isolation between the different traffic classes and guarantees each will behave according to a specific policing mechanism (e.g., leaky bucket) – if classes misbehave, their packets may be delayed or dropped if no sufficient resources exist, and; (iii) High resource utilization: the network resources are used as efficiently as possible, through different scheduling mechanisms (e.g., First-in First-Out (FIFO), Priority

\(\text{** DSCP/ECN – Differentiated Services Codepoint / Explicit Congestion Notification}\)
Queuing (PQ) and Weighted Fair Queuing (WFQ)) – applications may use more resources than predefined if such resources are available.

One well-known QoS architecture making use of these QoS principles is DiffServ [81]. In the DiffServ architecture vision, when traffic enters a DiffServ network, called DiffServ (DS) Domain, it is classified and conditioned at the boundaries of the network, by edge routers (also called DS boundary nodes which can be ingress or egress routers depending if traffic is entering or exiting the DS Domain, respectively) or, other DS-compliant entity (e.g., a computer application or a voice over IP phone). When reaching the core network, packets are forwarded by core routers (also called DS interior nodes) according their tagged classification (called DS codepoint) in the DSCP field††, as mentioned before. When a DS-marked packet arrives at a core router, the packet is forwarded to the next link according to a per-hop behaviour (PHB), associated with that packet’s DS codepoint (Standardized PHBs have a recommended codepoint). The PHB is the forwarding behaviour of the router and it basically influences how the router’s buffers and link bandwidth are shared among the competing classes of traffic (hence influence delay and packet loss). Since the routers’ forwarding policy is on a hop-by-hop manner, according to the DS codepoint value, in the DiffServ architecture there is no need for routers to keep state of the multiple existing source-destination flow pairs. This is one of the major advantages of the DiffServ architecture when compared to other solutions – it scales very well.

Furthermore, to facilitate the usage of the PHB, the Internet Engineering Task Force (IETF) has standardized two main PHB groups:

- **Assured Forwarding** (AF) [82]: is a forwarding behaviour that divides traffic into four AF classes, as depicted in Table 2-5, where each is guaranteed to be provided with some minimum amount of bandwidth and buffering.

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>Class 2</td>
<td>Class 3</td>
<td>Class 4</td>
</tr>
<tr>
<td>Low Drop</td>
<td>Low Drop</td>
<td>Low Drop</td>
<td>Low Drop</td>
</tr>
<tr>
<td>001010</td>
<td>010010</td>
<td>011010</td>
<td>100010</td>
</tr>
<tr>
<td>AF11</td>
<td>AF21</td>
<td>AF31</td>
<td>AF41</td>
</tr>
<tr>
<td>DSCP value: 10</td>
<td>DSCP value: 18</td>
<td>DSCP value: 26</td>
<td>DSCP value: 34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medium Drop</th>
<th>Medium Drop</th>
<th>Medium Drop</th>
<th>Medium Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>001100</td>
<td>010100</td>
<td>011100</td>
<td>100100</td>
</tr>
<tr>
<td>AF12</td>
<td>AF22</td>
<td>AF32</td>
<td>AF42</td>
</tr>
<tr>
<td>DSCP value: 12</td>
<td>DSCP value: 20</td>
<td>DSCP value: 28</td>
<td>DSCP value: 36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High Drop</th>
<th>High Drop</th>
<th>High Drop</th>
<th>High Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>001110</td>
<td>010110</td>
<td>011110</td>
<td>100110</td>
</tr>
<tr>
<td>AF13</td>
<td>AF23</td>
<td>AF33</td>
<td>AF43</td>
</tr>
<tr>
<td>DSCP value: 14</td>
<td>DSCP value: 22</td>
<td>DSCP value: 30</td>
<td>DSCP value: 38</td>
</tr>
</tbody>
</table>

**NOTE:** the dropping algorithm must treat all packets within a single class and precedence level identically.

†† Diffserv uses six bits of the IP header to identify the DS Codepoint (DSCP), which selects a PHB
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- ** Expedited Forwarding (EF) [83]:** is a forwarding behaviour that intends to provide low delay, low jitter, low packet loss and assured bandwidth. In a sense the goal is to provide a PHB in which EF marked packets will usually encounter short or empty queues (hence packet loss will be minimum). The recommended DSCP value for the EF class is 101110 (46 in decimal).

Thus, DiffServ is typically deployed in a single administrative domain (such as a single ISP). With proper configuration and network dimensioning, the highest priority class can achieve extremely low packet loss and delay. However, to achieve end-to-end QoS between customers of two different ISPs, Service Level Specifications (SLS) and Traffic Conditioning Specifications (TCS) would need to be established between each ISP in the path between these two ISPs, a task not easy to achieve. Furthermore, the QoS mechanisms used by DiffServ can only ensure each class service over some reasonable amount of time therefore it cannot ensure that a specific class (even the higher priority classes) will be able to enjoy their desired service throughout the entire duration of the flow.

This issue is addressed by another well-known QoS architecture, known as the Integrated Services (IntServ). The Intserv operation principle is very similar to that of the landline telephone network – when two users want to communicate: first, the caller signals the network about his intention to establish a call, providing a destination address (phone number); second, the network checks to see if there are enough resources, and if there are, it signals the called party (if there are not, the call is terminated – this is called call admission); third, the called party either accepts or rejects the call – if accepting, the network is signalled on the acceptance; fourth, the circuit is established and the call takes place. The QoS is maintained throughout the entire duration of the call and all the devices involved on the call will only release the resources associated with this call, after it ends (which can be terminated by either party).

The most well-known example of the IntServ Architecture is the Resource Reservation Protocol (RSVP) [84], which allows reserving appropriate amount of bandwidth on a path between a source and destination, as depicted in Figure 2-13. With RSVP the following operations apply:

- **Call Signalling:** specific RSVP signalling messages are used by end-devices to request specific QoS parameters from the network for a particular flow. Routers also use RSVP signalling messages forward these QoS requests to all other routers along the path(s) of the flows. These signalling messages allow to establish and maintain state to provide the requested service and carry the overall end-to-end decision of whether or not the call has been able to reserve sufficient resources at each and every router on the end-to-end path.
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- **Call Admission**: in order to ensure no degradation occurs on already established RSVP sessions, and considering resources are not infinite, a resource reservation will be denied if the requested resources are not available.

- **Resource Reservation**: RSVP reservation requests consist of a flow descriptor which is constituted by a flow specification (flowspec) together with a filter specification (filter spec) - the flowspec specifies a desired QoS whilst the filter spec identifies the flow. Importantly, the reservation request message originates at a receiver and is passed upstream towards the sender. Once resources are reserved, the call enjoys these resources throughout its duration, regardless of the demands of all other calls.

In this sense, IntServ mandates that not only the edge and core routers support these new functionalities (signalling, admission and resource reservation) but the end-points (e.g., servers and personal computers) too. Even more, all the devices need to keep the state of all the connections/flows where they participate. These, together with the excessive number of QoS control signalling events, and therefore the related long session setup time, are the “Achilles’ heel” of the Intserv architecture.

There are however other key relevant standards for QoS approaches, these include the IP Multimedia Subsystem (IMS) from the 3GPP, the Resource Admission Control Function (RACF) from the ITU-T (International Telecommunication Union Standardisation Sector) and the Resource and Admission Control Sub-system (RACS) from the TISPAN (Telecommunications and Internet converged Services and Protocols for Advanced Networking) [85].

Traditionally, the resource reservation is performed on per-flow basis, meaning that the QoS signalling messages are triggered upon every service request [86]. As a consequence, the approach has been criticized in the research community due to the lack of scalability [88].

To ease the understanding, Figure 2-13 illustrates the processes related to QoS-enabled path setup for establishing a new service session, the path maintenance during the session lifetime, and the path release when the session terminates.

Hence, when an end-user wants to consume media content from a remote media server, see Figure 2-14, the UE needs to send a service request to a QoS Broker located in the Network Operations Centre. Note that the QoS Broker is responsible for the overall control of the network.
In this sense, the QoS Broker triggers the Edge Router 3 (ER3) to check whether the available network resource is sufficient to transport the requested media with acceptable quality. For this purpose, ER3 sends a Probe message on a path, which may be provided by the underlying routing protocol, (e.g. Open Shortest Path First (OSPF) [89]), to acquire the minimum unused resource on the path. Assuming that there is sufficient available resource, the receiving ER1 signals the path in the reverse direction, so the required resource is reserved on each node on the path and the session...
is established afterward. Otherwise, the request must be denied or admitted in best-effort Class of Service (CoS), depending on the Service Level Agreement (SLA) between the provider and the end-user. Then, as long as the media session is active (running), the Refresh and Response signalling messages are periodically (e.g., every 30 seconds) issued in such a way as to maintain the reservation parameters on the path. When the media session terminates, the Release and Response messages are used to release the reserved resources for future use. It is noted that periodic messages generated by independent network nodes can become synchronized and contend with other network traffic for link and forwarding resources, as shown in [87]. Any mechanism that makes use of periodic messages must avoid (or minimize) message synchronization by including some randomness in the central periodicity value. Also, the refresh time speeds up adaptation to routing or path changes, but increases network and protocol operation overhead.

It becomes clear that the per-flow QoS reservation control is not acceptable from the scalability perspective. In order to address these challenges, resource over-reservation, consisting of reserving more resources than a CoS may need, can be explored so several service requests can be processed without instant signalling as long as the reservation surplus is sufficient to accommodate new requests [88][90][91]. However, the approach imposes a trade-off between signalling overhead reduction and waste of resources as well as QoS violations [92]. ITU-T G.1081 [93] suggests five monitoring points in networks, allowing service providers for monitoring networks and services performance to improve resource utilization. However, existing proposals are mostly based on path probing techniques [94] and show limitations in terms of computational complexity, accuracy, and undue signalling [95].

Pan et al. [96] proposed to over-reserve bandwidth surplus as a multiple of a fixed integer quantity for aggregate flows destined to a certain domain - a Sink-Tree-Based Aggregation Protocol. This solution also does not comply well with network dynamics and fails to efficiently utilise the network resources. The work in [97] over-provisions virtual trunks of aggregate flows based on a predictive algorithm (e.g., past history) without an appropriate mechanism to dynamically control the residual bandwidth between various trunks. Resource over-reservation is also studied in [98] in an attempt to reduce control states and the signalling overhead. Sofia et al. [99] proposed the use of resource over-reservation to reduce excessive QoS signalling load of the Shared-segment Inter-domain Control Aggregation Protocol (SICAP). However, these proposals lead to undesired waste of bandwidth. The Multi-user Aggregated Resource Allocation (MARA) [91] proposed functions to dynamically control bandwidth over-reservation for CoSs, to improve system scalability. However, MARA also shows serious limitations in its resource distribution capability.

In this scope, recent findings proposed new ways for scalable, reliable, cost efficient control design of IP-based network architectures and protocols [100]. In particular, the Self-Organizing
Multiple Edge Nodes (SOMEN) [101] enables multiple distributed network control decision points to exploit network paths correlation patterns and traffic information in the paths (obtained at the network ingresses and egresses) in such a way as to learn network topology and the related links resource statistics on real-time without signalling the paths. As such, SOMEN provides a generic network monitoring mechanism. The Advanced Class-based resource Over-Reservation (ACOR) [103] effectively demonstrated the breakthrough that, it is possible to design IP-based networking solutions with significantly reduced control signalling overhead without wasting resources or violating the contracted quality in the Internet. The Extended-ACOR (E-ACOR) [104] advances the ACOR’s solution through proposals of multi-layer aggregation of resource management and a new protocol to efficiently track congestion information on the bottleneck links inside a network without undue signalling load.

In this view, recent research effort claimed that the Internet resources can be efficiently over-provisioned (booking more resources in-advance) in such a way to allow differentiation of QoS control with reduced signalling overhead and increased resource utilization. These approaches, however, need further investigation to support real-time knowledge of links resource statistics, which cannot be provided through periodic probing, and achieve on-the-fly QoS adaptation as requested by the innovative networking architectural design proposed in this thesis.

2.12 Conclusions

The Scalable Video Coding (SVC) extension of H.264/AVC, with multiview, was the chosen solution in this thesis for coding the multiple video sequences. This resulted in a total of 15 video streams, being 1 transmitted through DVB-T2 and the other 14 through IP via a P2P overlay network. The stream provided by the DVB-T2 is assumed to be always present at the decoder and will provide a clock reference and a high quality base layer, which can be improved by further decoding the received IP streams.

The architecture proposed by this thesis also builds on top of the PA-CDN concept, with some changes, as will be described in the next Chapter. There are a number of challenges associated with the distribution of the content through the P2P network, namely, the transmission and propagation delay, jitter, the network stability and resilience to peer churn, and its impact to congestion on the ISP’s core network.

Furthermore, the existing QoS signalling solutions do not seem to be scalable, or viable in a large scale deployment scenario. The DiffServ approach is incapable to ensure end-to-end QoS and the IntServ/per-flow QoS approach is incapable to scale as desired, due to much overhead signalling overhead - a new solution needs to be found.
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3 Advanced Architecture for Multiview Real-Time Media Distribution

Chapter Outline: knowing the stringent delivery limitations the IP video streams will face when distributed to the end-users, this chapter details a novel architecture, including its components, that potentiates the advantages of both geographical client-server and P2P network paradigms, similar to PA-CDNs. The approach minimizes P2P traffic to cross inter-ISPs boundaries and hugely reduces its volume at the ISP core network. The proposed architecture fully exploits the concept of IP multicast, but only at the ISP core network, being the ISP Edge Routers (ERs) responsible to convert the multicast IP video streams in unicast streams for the Top-level parents at a local P2P overlay network. These Top-level parents will be the roots for multiple distribution trees at the access network level. Architecture components allow for fast creation of these P2P application-level multicast trees, fast peer repositioning in the overlay and peer self-awareness to quickly react to network failures, such as the ones caused by peer churn. Furthermore, this approach lowers ISP infrastructure and maintenance costs, with few modifications requested at the ISP network. The proposed changes are mainly associated with a novel Quality of Service approach, of upmost importance, to ensure real-time knowledge of link’s resources while still maintaining a fast response and low overhead.

3.1 The High-Level Vision

With the proposed Architecture for Multiview Real-Time Media Distribution, this chapter proposes to address the following 10 research challenges:

- Distribute bandwidth-hungry real-time media content to a large population in a scalable manner (up to 70 Mbps per consumer, but could be higher in the future);
- Dynamically adapt video quality according to consumer network conditions;
- Lower Service Provider costs in infrastructure and its management;
- Achieve minimum impact on existing traffic load at the Service Provider core network;
• Ensure the distribution of multiview content achieves the minimum inter-ISP traffic as possible;
• Provide almost real-time full awareness of resource availability at the ISP core links;
• Perform QoS resource reservation at the ISP core network with minimum delay (possibly on-the-fly), with the least waste of resources;
• Achieve QoS with minimum control signalling events;
• Achieve minimum end-to-end delay, jitter and packet loss (related to the consumption of the multiview content) even considering the dynamics of network behaviour;
• Re-use existing technologies and standards as much as possible for easiness of adoption.

The study builds upon the PA-CDNs principle and includes merging the multidisciplinary concepts of P2P networking (at access-level) with IP multicasting and network QoS over-provisioning (at core network) to provide an integrated solution that is able to deliver very high speed content over next generation networks in a scalable and effective manner. As mentioned in Chapter 2.10, P2P networking can offload up to 88% of traffic in a content service provider network. In fact, as shown in Figure 3-1, the proposed architecture can be perceived as a large-scale (hybrid) multihoming media distribution system, with high quality stereoscopic 3D content being received from DVB-T2 at all times. To complement and/or enrich the consumer quality of experience (QoE), the download of additional media content (e.g. additional viewpoints or increased quality) is made available in the Internet through a CDN service provider. This content can be directly streamed from a server or from another customer/peer in the network.

The proposed system is developed around a new architecture focused on P2P and networking components, as shown by Figure 3-1. Pivotal to this architecture is a Main Server where the content is stored. In fact, it should be seen as a cluster of servers, for redundancy, load-balancing and scalability reasons, but for simplicity only one will be considered in the subsequent descriptions. The Main Server is associated to a specific DNS domain (typically associated with the service brand) and it is property of the CDN service provider. The architecture also depicts Super-peers that are also property of the CDN service provider, that act as proxies/replicas of the Main Server and are placed in the premises of every ISP that has an agreement with the CDN provider. The Super-peers are responsible to serve peers from a specific geographical area or ISP. The peers are located at the ISP’s access networks and represent the end-users who consume the content, whilst the ISP core network is responsible to transport traffic between the Super-peer and the ISP access networks and also traffic to and from other ISPs through the proper implementation of Service Level Agreements (SLAs).
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Figure 3-1: Efficient and Scalable Architecture for Real-Time Media Distribution – high-level concept
At the ISP level, for proof-of-concept purposes, a modular point-of-presence topology is considered, where the ISP services are located in a dedicated Services Network – this is the place where the Super-peers should be housed. In such topology, border routers (BR) connect the ISP to other ISPs, core routers (CR) provide internal ISP high speed connections and the edge routers (ER) - also known as distribution or access routers - are high port density routers connecting customers (peers) with the ISP core network. As in any ISP topology, customers also have their own routers, which are not managed by the ISP (these are depicted as an ONT\textsuperscript{11} and R\textsuperscript{18} in Figure 3-1).

Subscribers of the service, called consumers, or peers in the presented approach, will connect to the Main Server for authentication, authorization and accounting (AAA) purposes. Upon success, the server will redirect the peers to their nearest Super-peer - this decision takes in consideration the peer’s geographic location and ISP (based on IP address information). Peers will then use the provided Super-peer address to request specific content. For each new peer requesting content the Super-peer will compute the peer’s position in an application-level multicast tree, effectively distributing the content via a P2P network.

Peers can either assume the role of a parent, a child/parent or a child. Parents receive the content directly from the Super-peer (in fact from the serving ER, as later explained) and occupy the highest level on the P2P multicast tree. Child/parents are the peers that receive the content from another peer and also feed other peers – they occupy intermediate levels on the multicast tree. A child is a peer that receives content from other peers and does not feed other peers - they occupy the lowest level on the P2P multicast tree and can be considered leafs (mobile (smartphone) users are a clear example of leaf peers, since they have considerable restrictions in their download/upload and battery capacity).

In order to improve resiliency and redundancy, the video streams mentioned in Table 2-3, are transmitted in specific multicast trees. The streams that complement each other (to improve visualization quality) are transmitted in the same multicast tree. On the other hand, the streams that provide redundancy to other streams are transmitted in a different multicast tree. Table 3-1 shows the mapping between IP video streams and the correspondent multicast tree.

This concept is summarized and illustrated in Figure 3-2.

\textsuperscript{11} Optical Network Termination (ONT): a layer 2 device that terminates the Gigabit Passive Optical Network (GPON) stretch.

\textsuperscript{18} Residential Gateway (R): a layer 3 device in charge of the traffic routing for all services, packet marking, network address translation (NAT) and firewall.
Table 3-1: Relation between the IP video streams and their associated multicast distribution tree

<table>
<thead>
<tr>
<th>Tree</th>
<th>Content type</th>
</tr>
</thead>
</table>
| 1    | Base Layer Half colour (Cam2+Cam3)-Desc.2  
     | Q. Enhancement Layer Half colour (Cam2+Cam3)-Desc.2 |
| 2    | Base Layer Half depth (Cam2+Cam3)-Desc.1  
     | Q. Enhancement Layer Half depth (Cam2+Cam3)-Desc.1 |
| 3    | Base Layer Half depth (Cam2+Cam3)-Desc.2  
     | Q. Enhancement Layer Half depth (Cam2+Cam3)-Desc.2 |
| 4    | Base Layer Half colour + Half depth (Cam1) – Desc.1  
     | Q. Enhancement Layer Half colour+Half depth (Cam1)-Desc.1 |
| 5    | Base Layer Half colour + Half depth (Cam1) – Desc.2  
     | Q. Enhancement Layer Half colour+Half depth (Cam1)-Desc.2 |
| 6    | Base Layer Half colour + Half depth (Cam4)-Desc.1  
     | Q. Enhancement Layer Half colour+Half depth (Cam4)-Desc.1 |
| 7    | Base Layer Half colour+Half depth (Cam4)-Desc.2  
     | Q. Enhancement Layer Half colour+Half depth (Cam4)-Desc.2 |

Figure 3-2: Distribution of content using P2P concept and application-level multicast trees. Peers with better resources will occupy a higher position on the tree.

3.2 P2P components

3.2.1 The Main Server and Super-peer

The Main Server is responsible for the AAA services. The Main Server stores (or has access to) all possible contents to be distributed. In small production environments the role of the Main Server can be fused with the Super-peer.
The Super-peer is responsible to serve peers at a specific geographical area or ISP domain. The Super-peer can operate either in a reactive or proactive manner. If a reactive behaviour is used, the Super-peer does not store new content unless specifically requested by a customer peer. If, on the other hand, a proactive behaviour is used, the Super-peer will use non-peak hours to synchronize with the Main Server by storing new content (e.g., based on content request statistics provided by the Main Server). Proactive behaviour has the advantage of providing peers with lower response time and lighter operation on network peak times. The disadvantage would be the need for higher storage capacity.

After peer grouping (by common Edge Router) and peer sorting by evaluation (a concept described in Chapter 3.2.2.1), the Super-peer creates multiple P2P application-level multicast trees split per each ER and content type. This concept is illustrated in Figure 3-3.

![Figure 3-3: Content and location aware construction of P2P application-level multicast distribution trees](image)

To perform its functions the Main Server/Super-peer has three components, a Topology Builder, a Multicast Tree Manager and a P2P Packetiser/Transmitter. Their modules and interrelations are depicted in Figure 3-4.

### 3.2.1.1 Topology Builder

The Topology Builder (TB) is responsible to listen for new peer connection requests, while acting as an authentication proxy (authenticator) for user authentication with the Main Server/Super-Peer. It creates multiple P2P application-level multicast trees for content distribution and decides where peers should be inserted on the P2P trees.

When a peer is redirected to a Super-peer, it is the responsibility of the TB to compute the peer position in the P2P application-level multicast tree at the access network. The steps in the computation are depicted in Figure 3-3 and are: (i) to group peers according to the requested content, see Table 2-3; (ii) group peers according to their common ER - geographical aggregation and; (iii) sort peers by evaluation, a metric explained in Chapter 3.2.2.1.
After grouping and sorting operations the multiple P2P multicast trees are computed, one per each requested content and ER. As it will be explained in Chapter 3.3, traffic at the ISP core will be transmitted using pure IP multicast and it will be the ER’s responsibility to map each requested content multicast address to specific parent(s) IP addresses(s) – the ER will effectively act as a replicator. To optimize the ER resources, the Super-peer predetermines how many top-level peers (parents) can be directly fed by one ER. This means that, when constructing each P2P tree, the Super-peer positions a predetermined number of highest ranking peers at the top of the tree and delegates in these the distribution of content to other peers in the same access network. Every time a peer is selected to forward content, its resources are diminished, and if its evaluation becomes lower than other peers, the new highest ranking peer will take the role of parent for additional content streaming. This concept is illustrated in Figure 3-5.

If a peer has insufficient network resources, it will not receive some of the streams, such is the case of peers P10, P14 and P15. Also note that peer P18 will take the role of parent for the content represented in solid line; this may occur because the upload capacity of previous highest ranking peers has been diminished (P11, P12 and P13). To minimize the issues associated with peers joining and leaving the system, also known as churn, the TB uses the following mechanisms:

- **Grounding:** new joining peers are always inserted at the bottom of the P2P tree. The algorithm then suffers periodically updates (every \( t \) seconds) to maximize the efficiency of the P2P tree – promoting and demoting peers. The default periodicity value for the tree
maximization process is 15 seconds, this is related to the tree re-insertion delay which is expected to not exceed the 50% of the buffering delay, as explained in Chapter 3.2.3. Furthermore, testbed results (Figure 4-4) have shown the tree computation time to be in the order of milliseconds.

- **Graceful leaving**: whenever possible, peers inform the TB about their imminent disconnection, and should only stop forwarding content to their children when confirmed by the TB or upon a timeout.
- **Redundancy**: when inserted on a tree, all peers will be informed of their active parent and a backup parent. If the active parent is not reachable within a timeout the peer switches to the backup parent and informs the TB. This behaviour is further explained in Chapter 3.2.3.

This approach brings the following advantages:

- **Resiliency**: by using tree separation, a major fault in a specific zone of the network will not affect other zones.
• *Scalability:* by grouping peers by common ER, tree depth is significantly reduced since peers sharing the same access network have improved downstream and upstream bandwidth, which allows more children per parent.

• *Performance/Quality:* the total number of hops between top level parents and their children is significantly lower, which contributes to reduce the packet/chunk delay, jitter and loss. Recovery from minor faults (such as peer churn) can also be achieved in a faster way, since the backup parent is on the same access network.

Figure 3-6 provides a flowchart description of the P2P tree computation procedures. When a new peer joins the system (peer A in this case), the TB parses the peer request to retrieve the peer evaluation and the requested content, amongst other data. It then creates a peer record and inserts the peer at the bottom of the tree by allocating a parent and a backup parent. It also updates the timestamp associated with this operation and flags the dispatcher that further actions are needed for this peer. The dispatcher then sends a message to the peer, informing on its parent and backup parent’s addresses. The TB then further analyses the peer record to identify if this peer can be a parent and if it is stable (a concept explained in Chapter 3.2.3).

After insertion operations are complete the *ChangeNeeded* flag is updated. To maximize the P2P tree efficiency, the algorithm periodically re-constructs each tree using each stored peer record. If changes are needed (e.g., peers needs to be re-allocated) this information is once more signalled to the dispatcher and the process is repeated. These operations are achieved by the following TB’s submodules, also depicted in Figure 3-4:

• *Authentication:* responsible to exchange authentication, authorization and accounting messages with the AAA services running at the Main Server.

• *ClientList:* is responsible for maintaining an updated list of all connected peers. If the peer disconnects (graceful or ungraceful), this list is updated in order to remove the peer from the tree.

• *TreeList:* uses the P2P tree construction and maintenance algorithm to compute the multiple P2P application-level multicast trees. As it will be explained in Chapter 3.2.3, peers are responsible to sending network statistics reports towards the *Multicast Tree Manager*. The algorithm uses the updated peer data to compute each peer position on the tree.

• *JSONServer:* is responsible for sending and receiving messages from/to the Main Server/Super-peer components.
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Figure 3-6: Peer insertion procedure at the Topology Builder running at the super-peer

Step 1. For each Peer, check if it is stable (long-term relation with TB). If it is, start by constructing the tree with these (including their children).
Step 2. Remaining Peers are sorted by evaluation.
Step 3. Top n Peers occupy vacant positions on the higher level of P2P tree.
Step 4. Next level of P2P tree is constructed with max 4 children per Peer.
Step 5. Repeat Step 4 till no more peers are left.
3.2.1.2 Multicast Tree Manager

The Multicast Tree Manager (MTM) is intrinsically related with the TB operations. The MTM allows peers to perform bandwidth tests with the super-peer and collects/aggregates network monitoring data (percentage of packet loss, average round-trip delay, jitter and available bandwidth), from all connected peers, providing the TB an updated view of the network conditions. Alternatively, the MTM may choose a passive approach in what respects the measurement of the average round-trip delay and available bandwidth associated with each peer, by analysing response times in common client-server transactions (e.g., during the TCP three-way-handshake, or during the HTTP Response and the client’s TCP ACK). However for the network monitoring data specific to the peer’s network, it should be done locally by each peer, as it will be described in Chapter 3.2.3.

The MTM is also responsible to inform the ISP’s QoS mechanisms, on the endpoints of IP multicast trees at the ISP core network (as later explained in Chapter 3.3.1).

The MTM performs its functions using the following submodules, also depicted in Figure 3-4:

- **NMCollector**: collects network monitoring data periodically sent by the Network Monitoring Subsystem (NMS) running at every connected peer, as it will be explained in Chapter 3.2.3. This information is also shared with the TB for quick P2P tree maintenance operations. It is noted the NMСollector runs normally in passive mode (that is, it waits for the NMS reports to be sent), however, the NMS may also adopt an active behaviour and request a specific peer for a NMS report, in order to update its database or resolve database inconsistency.

- **LinkTesterServer**: allows authorized peers to perform bandwidth tests. For the download test it sends a predefined fixed size binary file, for the upload test it expects to receive the exact same file. The results based on this transfer are then used on a composite metric, equation (3.1), to compute its evaluation. The bandwidth test should be performed the first time a peer connects and upon super-peer request (for troubleshooting/maintenance purposes).

- **QoSManager**: as peers connect to the TB, this submodule is responsible to signal the Internet Resource and Admission Control Subsystem (IRACS) - an ISP QoS reservation mechanism described in Chapter 3.3.1 on the peers’ addresses, so it can check if an IP multicast distribution tree exists from the super-peer to the ERs serving these peers (at ISP’s core network level). If yes, no changes need to be done at ISP level. If not, either a new IP multicast tree is created or new branches are added to an existing tree.
• Dispatcher: is used to inform the P2P Packetisation/Transmitter of the Top Level peers to which it should send the IP video streams. It also interfaces with the TB’s JSONServer for sending and receiving messages from/to the Main Server/Super-peer components.

### 3.2.1.3 P2P Packetisation/Transmitter

The P2P Packetisation/Transmitter component, also depicted in Figure 3-4, is responsible to encrypt and packetize MPEG2 TS in UDP chunks. Each chunk corresponds to a single Network Abstraction Layer Unit (NALU) - which is a self-contained and decodable video unit, as explained in Chapter 2.6. The chunk header carries information needed for content selection and retransmission mechanisms by the peer modules, this includes the use of unique chunk identifiers (ChunkID) per stream.

### 3.2.2 The Peer

In order to comply with its tasks, four components need to be installed at the peer, a Topology Controller, a Network Monitoring Subsystem, a P2P Receiver & Forwarder and an Audio/Video Decoding & Renderer, which also includes an user interface. These components, their modules and interrelations are illustrated in Figure 3-7.

#### 3.2.2.1 Topology Controller

The Topology Controller (TC) is the module responsible to establish the peer’s initial contact with the Main Server for user authentication and redirection to the nearest (geographical) Super-Peer. After computing the peer evaluation (see next paragraph) it then informs the TB which specific content the peer is interested in obtaining (e.g. viewpoint changes through the user interface).

The TC is therefore responsible to comply with the P2P tree operations as requested by the TB such as establishing connections with parents (for content request) and accepting connections from children peers (for content forwarding through the Chunk Selection module).

The peer evaluation is a metric that takes in to consideration the peer’s hardware (memory and CPU), the peer’s network capabilities (upload and download throughput) and the peer’s stability, a concept explained in Chapter 3.2.3.

Peer evaluation is calculated according to equation (3.1) and indicates how valuable a peer is in the P2P distribution system.

\[
Evaluation = K_1 \cdot U + K_2 \cdot D + K_3 \cdot M + K_4 \cdot C + K_5 \cdot S \tag{3.1}
\]
In equation (3.1), $K_1$ to $K_5$ are weights that allow normalization and prioritization of the different types of metrics; $U$ and $D$ correspond to the peer upload and download bitrates (in kbps) respectively; $M$ represents the peer random access memory (RAM) in megabytes; $C$ identifies the CPU brand and model, in a scale from 1 to 8, according to Annex 1, and; $S$ represents the peer’s stability as described in Chapter 3.2.3. Considering the high complexity in obtaining an analytical model for computing the optimal values for the $K_i$ weights, the validation approach was based on experimentation. Table 3-2 provides the possible range of values for each $K_i$ weights and the ones that have provided reasonable results for the system during the validation trials.

Table 3-2: Range of values for the $K_i$ weights

<table>
<thead>
<tr>
<th></th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$K_4$</th>
<th>$K_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possible range of values</td>
<td>0 to 1</td>
<td>0 to 1</td>
<td>0 to 3</td>
<td>0 to 12500</td>
<td>0 to 40</td>
</tr>
<tr>
<td>Values used in the Trials</td>
<td>0.5</td>
<td>0.05</td>
<td>0.45</td>
<td>1875</td>
<td>16.4</td>
</tr>
<tr>
<td>Suggested fine increment steps</td>
<td>every 0.01</td>
<td>every 0.01</td>
<td>every 0.03</td>
<td>every 125</td>
<td>every 0.4</td>
</tr>
</tbody>
</table>

Note: the proposed incremental steps are based on a 1% ratio, however coarser intervals may be used to ease the fine-tuning of the Evaluation.

These functionalities are enabled through the following modules, as depicted in Figure 3-7:

- **Authentication**: this submodule interacts with the Authentication module running at the Main Server/Super-peer. It allows the user to be authenticated and obtain content decryption keys according to its subscriber profile.
\begin{itemize}
  \item **JSONServer**: is responsible for sending and receiving messages from/to the peer components.
  \item **PeerEvaluation**: computes the peer evaluation as described in (3.1);
  \item **ParentList**: contains this peer’s list of parents and backup parents (for each content type) as indicated by the TB.
\end{itemize}

### 3.2.2.2 P2P Receiver & Forwarder

This component is responsible for achieving synchronization between the DVB-T2 and IP video streams and to forward, in case the peer is a parent, the IP video streams to its child(ren). It has multiple modules and their purpose is as follows:

\begin{itemize}
  \item **Chunk Selection (CS)**: is responsible for controlling the flow of chunks from a peer to its children. There are a few well-known chunk selection strategies (in this context it is important to define the concept of *piece* - chunks are aggregated in *pieces*, thus a *piece* contains multiple chunks): (i) **Strict Priority**, a peer must first download all the chunks of one *piece* before requesting another piece to the same source peer – the reason is that only full copies of *pieces* can be traded with other peers; (ii) **Rarest First**: amongst all the existing *pieces*, the peer will select the one which is more rare, that is, the one with fewer peers sharing it – the goal is to enhance the file availability in the swarm and avoid ending with an incomplete file, in case the *piece* disappears from the P2P swarm (e.g., though peer churn); (iii) **Random First Piece**: the first *piece* to download should be chosen randomly in order to improve the odds of download it quickly – this is important because the peer needs *pieces* to trade and at the beginning it has none; (iv) **Endgame Mode**: the last *piece* of a file should be requested to multiple peers, however once the first chunk of that *piece* arrives, the request to the other peers should be cancelled to avoid duplication and waste of resources – this strategy is used to minimize the probability of waiting too long for the last *piece* of a file, if downloading it only at the end. These strategies however are applicable to regular P2P file distribution applications (delay and jitter tolerant) and not to real-time media distribution. The CS strategy used in the CS module is based on [105][106]. The CS adapts the streams to the network conditions and the upload capacity of the peer. It also implements a failover mechanism that increases delivery of chunks during disconnection events. The CS requests and retrieves the values of the upload capacity, average round-trip delay, jitter and packet loss of the peer from the **Reporter** module on the NMS. The CS also receives topology updates from the TC to update the list of the peer’s children in order to determine which streams are going to be forwarded (i.e. according to the properties of the stream (importance, bitrate), the peer capability (upload capacity) and the network conditions (average round-trip delay, jitter,
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packet loss). The CS is able to communicate with the CS instance running at a parent or child peer (through JSON server) to request chunks of missing streams.

- **P2P Transmitter**: transmits selected IP video streams (or chunks) to the peer’s children according to the list of IP addresses provided by the Chunk Selection.
- **Depacketization**: extracts and decrypts the video content from the P2P chunks and feeds the resulting data to the Synchronisation module. The decryption key is obtained after successful peer authentication when requesting a specific content to the Main Server/Super-peer.
- **Synchronisation**: receives one video stream from DVB-T2 broadcasting network and other IP video streams from the P2P delivery network. Because the DVB-T2 frames will be received sooner (less delay) they will be stored in a buffer so they can be synchronized with the IP video streams being received. In fact, both DVB-T2 frames and the IP video stream packets will be stored in buffers (one buffer for the DVB-T2 frames and multiple buffers, for the IP video stream packets – one per each stream being received. Buffering of the frames for synchronization causes a delay between timestamps and the clock reference, and the time of some frames may elapse while they are stored in the buffer. To prevent such losses, the Synchronisation module adds an offset to the timestamps of frames at the time of forwarding to the renderers. The amount of this offset depends on the time difference between the arrival time and decoding time of a frame. After these operations the play-out synchronisation is achieved.

### 3.2.3 Network Monitoring Subsystem

The *Network Monitoring Subsystem* (NMS) collects peer hardware and software characteristics, network traffic statistics (packet loss, average round-trip delay, jitter, available bandwidth) for each received stream and periodically reports these data to its parents (it chooses a different parent in each iteration using a round-robin approach) or to the MTM (in case this is a Top-Level peer). NMS reports can also be triggered by a request from the MTM or when changes in the peer’s network conditions cross a specific threshold.

The NMS is also responsible to compute the **peer stability**, a metric that reflects the stability (S) potential of a peer based on previous sessions and computed according to equation (3.2):

$$S = \alpha \cdot \sum_{i=1}^{c} t_i - \beta \cdot \left( \frac{\sum_{i=1}^{c} (t_i - \bar{t})^2}{c - 1} \right)$$  \hspace{1cm} (3.2)

Where, \( \alpha \) and \( \beta \) are weights (between 0 and 1), \( c \) refers to a predefined number of previous connections for which the duration has to be memorized, \( t_i \) represents the establishment time (in
complete minutes) of each of the \( c \) previous connections and \( \overline{t} \) is the average value over the \( c \) connections.

Before explaining equation (3.2), it is important to bring into the discussion that the system needs to deal with the low completion ratio that occurs when users stop consuming the video content and abandon the P2P swarm just after a few minutes of start watching. Thus, equation (3.2) determines how stable a peer is in the P2P network, based on a sample of all its past connections, more specifically in the last \( c \) connections. The reason why only a sample of \( c \) connections is used instead of all connections is because, for the vast majority of cases, user’s behaviour is cyclic and its viewing pattern is repeated every day, this behaviour has been extensively studied in [107] - [110]. By estimating an average of 50 connections per week, we reach the default value of \( c \) used in equation (3.2), however this value may be changed to adapt the formula to emerging consuming behaviours. Furthermore, since strong behavioural correlation exists amongst users, the formula is valid for the general user population.

The first part of equation (3.2) provides the total connected time for the \( c \) connections while the second part provides an estimation for the standard deviation of all the user connections, by only using \( c \) connections. The \( \alpha \) and \( \beta \) factors are used to weight the importance of the total time the peer was connected during the \( c \) connections versus the peer erratic behaviour. In case of insufficient information (e.g., peer joining the system for the first time), the NMS uses the predefined default value of \( \text{stability} = 100 \) (assuming \( \alpha=0.1 \), \( \beta=0.3 \) and 20 minutes per each connection).

Table 3-3 shows the structure for the periodic NMS report. To save resources and simplify socket management at the receivers, reports are sent to one of the parents, who then collects all the received reports during a time-window and sends all collected reports to its own parent (one by

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
<th>Field Size (in Bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Message ID (identifies this is a report)</td>
<td>4</td>
</tr>
<tr>
<td>PeerID</td>
<td>The unique peer ID as given by the TB</td>
<td>32</td>
</tr>
<tr>
<td>LocalIP</td>
<td>The local IP address of the Peer (IPv4/v6)</td>
<td>16</td>
</tr>
<tr>
<td>NetMask</td>
<td>The local IP subnet mask</td>
<td>4</td>
</tr>
<tr>
<td>DL</td>
<td>The download capability in (Kbps)</td>
<td>4</td>
</tr>
<tr>
<td>UL</td>
<td>The upload capability (Kbps)</td>
<td>4</td>
</tr>
<tr>
<td>nChildren</td>
<td>The total number of children of this peer</td>
<td>4</td>
</tr>
<tr>
<td>CpuID</td>
<td>The CPU brand and model</td>
<td>4</td>
</tr>
<tr>
<td>TotalMem</td>
<td>The size of RAM memory in the peer (MB)</td>
<td>4</td>
</tr>
<tr>
<td>FreeMem</td>
<td>The size of available memory(MB)</td>
<td>4</td>
</tr>
<tr>
<td>ConsMem</td>
<td>The size of consumed memory(MB)</td>
<td>4</td>
</tr>
<tr>
<td>OS</td>
<td>The operating system identification</td>
<td>variable</td>
</tr>
<tr>
<td>Delay</td>
<td>The average round-trip packet delay (( \mu s ))</td>
<td>4</td>
</tr>
<tr>
<td>Jitter</td>
<td>The delay jitter (( \mu s ))</td>
<td>4</td>
</tr>
<tr>
<td>PacketLoss</td>
<td>The packet loss (in %, content specific)</td>
<td>4</td>
</tr>
</tbody>
</table>
one in a persistent TCP connection). This process goes on until the data gets to the highest peers in the P2P tree hierarchy, who then send the bundle of all collected reports to the NMSCollector submodule at the MTM. This procedure is illustrated in Figure 3-8.

![Figure 3-8: Procedure for collecting network monitoring statistics](image)

The NMS is also responsible for detecting, reporting, and possibly solving peer connectivity problems. If a major failure occurs in a stream reception, the NMS first contacts the NMS of the parent responsible to stream that specific content and if it is reachable, it is up to that parent to solve the problem. If the parent wouldn’t solve the problem in a timely manner, or cannot be contacted, the TC is notified in order to immediately switch to the backup parent and inform the MTM - this set of procedures is illustrated in Figure 3-9. The amount of time a peer waits for its parent reaction is related to the amount of buffering configured at the synchronization module (see Chapter 3.2.2.2). In IPTV services new peers may have to wait up to 10–15 seconds before they can join a P2P overlay, and it can take another 10–15 seconds to launch the media player and store the video frames in the buffers [108]. A similar value was expected and an upper-bound delay for the initial play-out of 30 seconds was considered. The tree re-insertion delay is expected to not exceed the 50% of the buffering delay in order to avoid interruptions on the content visualisation.

NMS functionalities are implemented through the following submodules, as was depicted in Figure 3-7:

- **PacketCapture**: this submodule passively collects network data such as, connection history (start time, duration) or traffic statistics (packet loss, average round-trip delay, jitter), by exploiting the *libpcap* library [111].
- **LinkTester**: provides link testing functions with the MTM to determine link characteristics such as the peer’s downlink and uplink capacity. The downlink indicates how many streams the peer is able to consume (more streams provide higher video quality and faster
viewpoint navigation, see Figure 2-10) and the uplink determines how many children peers can be fed by this peer (with an average bitrate of 4Mbps per stream).

- **Stats**: is responsible for collecting hardware and software information, as depicted in Table 3-2, and for computing the statistics associated with the network data collected by the PacketCapture module.

- **Reporter**: formats the information collected by the Stats submodule according to a report template. It is also responsible for sending to the TC’s JSONServer the report to the selected peer parent. If this peer is a parent, this submodule is also responsible for collecting NMS reports from all of its children and to send the report bundle to the selected parent in the hierarchy.

![Figure 3-9 - Set of procedures performed by a peer upon detecting major failure in the media stream delivery](image)

### 3.3 Network Components

Besides Main servers/Super-peers and clients/peers, there are other components/modules that complete the proposed architecture. More specifically, the ones needed to be deployed at the ISP network. These include a QoS controller/broker (and its modules/submodules) that coordinates
the QoS operations at the ISP domain and the module that runs at the ISP core and edge routers, responsible for enforcing QoS decisions. Thus the ISP has its own core and access networks, besides having multiple peering connections with other ISPs, as was illustrated in Figure 3-1 and described at the beginning of Chapter 3.

3.3.1 Internet Resource and Admission Control Subsystem (IRACS)

To ensure the IP video streams will get the needed QoS demands, ISP routers would need to be configured to support IP multicasting and QoS overprovisioning [112]. The Internet Resource and Admission Control Subsystem (IRACS) is the overall mechanism deployed to coordinate the establishment of IP multicast trees and enforcement of proper QoS policies at the ISP network level. IRACS is compliant with Next Steps in Signalling (NSIS) framework [113] (IEEE RFC4080), hence all IRACS signalling operations use the structure depicted in Figure 3-10.

IRACS operations are based on two main components:

- **Resource and Admission Manager (RAM):** a central control entity - implemented in a server named Network Control Decision Point (NCDP) - responsible for defining proper control policies and managing the distribution or access to the underlay network resources.

- **Resource Controller (RC):** enables the ISP to enforce the control decisions based on the instructions received from the RAM. In particular, the RAM includes the following functional modules: a Resource Reservation Subsystem (RRS), a Control Information Base (CIB), an Admission and Control Subsystem (ACS), and one interface for communications with external nodes.

Figure 3-10 – IRACS signalling structure, compliant with NSIS

Figure 3-11 depicts the physical mapping of IRACS components. IP multicast and QoS overprovisioning are controlled by the NCDP, whilst the RAM, a component of NCDP,
configures the policies at each router RC who then locally enforces the QoS and multicast routing/mapping operations.

![Diagram of IRACS components](image)

**Figure 3-11 - Physical mappings of IRACS components.**

The IRACS functional architecture is depicted in Figure 3-12.

![Diagram of IRACS architecture](image)

**Figure 3-12 - IRACS architecture**

### 3.3.1 Resource and Admission Management (RAM) Functions

The RAM is responsible for network access and resource allocation to support IP transport with heterogeneous QoS requirements. In other words, the RAM controls the ISP’s network infrastructures by granting or denying access to the related resource consumption in a way to improve the network utilization while guaranteeing differentiated QoS for all admitted sessions based on CoSs. Such differentiation of QoS control is a must for seamless convergence of all types of services over the Internet. Hence, the RAM is responsible for defining appropriate control policies and dictating them for the enforcement on the ISP routers to prevent some Internet applications from starving other applications.
The RAM also performs traffic load balancing to avoid unnecessary congestion occurrence in support for packet delay and jitter control. As such, it facilitates the synchronization operations of multiple views that end-users receive from multiple communication paths. Also, the RAM uses efficient resource over-reservation techniques to improve control scalability, that is, without overwhelming the ISP network with QoS reservation signalling, states and processing overhead while guaranteeing SLAs in terms of bandwidth demands. The RAM achieves these functions by means of a good knowledge of the underlay network topology, the related link resource statistics and control through interactions between various modules such as the RRS, the CIB and the ACS which are respectively described in the next subchapters.

In purely centralized networks, a single RAM will take overall control of the network as in Figure 3-11. In hierarchical scenarios spanning multiple domains, as described in , a RAM will need to be deployed per ISP for scalability reasons. In such cases to ensure correct QoS signalling is performed in inter-domain connections, pre-established SLAs must have been configured.

### 3.3.1.2 Resource Reservation Subsystem (RRS)

In the RAM architecture, the RRS is exploited to create and manage bandwidth-aware IP multicast trees across the ISP’s core network domain in a way to allow for connection between access networks and peers. The precise amount of IP multicast trees and associated QoS state a RRS is able to manage is dependent on the resources (CPU, memory and interface bandwidth) available on the router where the Resource Controller resides (see Section 3.1.5 of Chapter 3). Considering the hardware characteristics of today’s core routers and ISP core interconnections, dozens of thousands of multicast trees are possible. Assuming each multiview content needs 14 IP streams and that Base and Enhancement layers share the same application-level multicast tree, as described in Table 3-1, only 7 application-level multicast trees are needed per content, leaving room for plenty of content diversity. The limit will surely be imposed by the bandwidth available on the core network links. The RRS module deploys an aggregate resource over-reservation control scheme [114] to dynamically define appropriate policies for resource sharing among various classes of service (CoSs) on network interfaces upon need. Aggregate over-reservation means that a CoS may be reserved more bandwidth than it currently requires, according to the local control policies. This approach is used to prevent excessive QoS control signalling, states and processing overhead to achieve scalability and to reduce session setup time as well. Moreover, it enables RRS to avoid CoS starvation by means of proper readjustment of reservation parameters dynamically upon need, such that the performance can be achieved without increasing session blocking probability unnecessarily.
3.3.1.3 Control Information Base (CIB)

The RAM uses the CIB to maintain a good knowledge of the underlying network topology and the related resources statuses. It stores the multicast trees created inside the ISP network under the control of the RAM and the IDs of the outgoing interfaces that belong to the trees. Moreover, it maintains a record of the overall capacity of each interface, the amount of bandwidth reserved and used in each CoS on the interface [100]. The CoSs configured on the interface are also maintained along with relevant information about the active sessions inside the network. An active session’s information includes, but is not limited to, the bandwidth required by the session, the session ID, the IDs of the flows that may compose the session, the ID of the CoS to which the session belongs, the source ID, the destination ID, the ports IDs, associated multicast tree’s ID and the multicast channel.

3.3.1.4 Admission Control Subsystem (ACS)

The ACS enables the RAM to accept or reject service requests, depending on the service requirements in terms of QoS (e.g. bandwidth) and the network resource availability reported by the CIB local database. Therefore, the RAM provides an interface for interactions with the Super-peer (TB and MTM). It is worth mentioning that this interface allows also for receiving service demands from the Main Server/Super-peer or a peer upon need, depending on the overlay specific control mechanism and requirements. Whenever a session is admitted, terminated or the QoS requirements of a running session are readjusted in a CoS on a communication tree, the ACS process updates the resource utilization status (e.g. the bandwidth usage in the concerned CoS) on the related outgoing interfaces in the local CIB. As stated in Chapter 3.3.1, these operations are compliant with the NSIS framework [113].

Considering that resources are over-reserved throughout the network, the ACS is able to admit, terminate or readjust the QoS demands of several sessions without signalling the nodes inside the network as long as the over-reservation is not exhausted on the distribution trees involved in the process, leading to scalable admission and QoS control. When the over-reservation is exhausted on a tree, the ACS triggers the RRS to define new reservation parameters such as the amount of resources to be reserved and the reservation thresholds for the relevant CoSs along the tree as detailed in [114]. After the new reservation parameters have been successfully computed, the RAM conveys them to the nodes on the tree so that the new control policies are enforced on the nodes using the RC modules. This way, the reservation parameters are defined and readjusted dynamically in a way to prevent CoS starvation or unnecessary waste of resources while the QoS control signalling frequency is reduced for scalability.


3.3.1.5 Resource Controller (RC) Functions

The RC module implements the basic control functions and mainly operates at the ISP routers, as illustrated in Figure 3-11. In particular, it deploys elementary transport functions to enable UDP port recognition (routers are permanently listening on a specific UDP port) or IP Router Alert Option (RAO) [115] on the ISP routers to properly intercept, interpret and process control messages. It interacts with Resource Management Functions (RMF) [113] to properly configure schedulers [116][117], thus ensuring that each CoS receives the amount of bandwidth allocated to it to provide QoS-aware data transport across the network. For flexibility, it interfaces with legacy protocols (e.g., routing protocols, existing system databases) in order to improve performance. For example, the RC is able to exploit legacy control databases such as, but not limited to, the Management Information Base (MIB), Routing Information Base (RIB), multicast Routing Information Base (MRIB) and Forwarding Information Base (FIB), according to the control instructions received from the RAM.

When deployed at the ISP network border, the RC is enabled to learn inter-domain routing information from the traditional Border Gateway Protocol (BGP) [118] for proper packet delivery between various domains. It also interacts with traffic control and conditioning for traffic shaping and policing according to operator’s local control policies to force admitted traffic flows to comply with the SLAs between network users and the providers, which functions are available in most of the Differentiated Services (DiffServ) [119] based frameworks. Consequently, the RC is used to enforce multicast trees decisions upon receiving instructions from the RAM. It is also used to allow control messages to collect the IDs of outgoing interfaces and their capacities on trees as being Record Route Object (RRO)[120][121]. When instructed by the RAM through a control message, the RC enables ISP routers to record the ID of the previous outgoing interface visited by the message so that asymmetric route issues can be avoided in reverse direction of trees [122].

As a result, the IRACS approach pushes network control complexity to the RAM at the NCDP server and the ISP core routers are left simpler by implementing the RC for scalability reasons.

3.4 Network Operations

When a router boots-up, the RAM, especially the ACS module, gets network topology information by importing such information from existing (resident) link state routing protocols. The ACS then uses an appropriate algorithm (e.g., Dijkstra [89]) to compute all possible edge-to-edge routes inside the core network under its control. As in [91], a combination of the edge-to-edge routes leads to all possible edge-to-edges branched routes. Amongst these computed routes,
the ACS selects the best routes that can be used for service delivery. A route can be selected based on, but not limited to, its number of hops and bottleneck outgoing interface capacity. It is worth mentioning that a bottleneck outgoing interface on a route is the outgoing interface which has the smallest capacity on the route. Then, the ACS allocates a unique multicast channel (S, G) for each selected route where S is the IP address of the edge router at which the route originates and G is the IP multicast address assigned to the concerned tree. Besides, the ACS triggers the RRS and the latter defines initial over-reservation parameters to be enforced on interfaces inside the network. After that, the ACS encapsulates this information together with the route record object RRO in a control message and sends the message to the nodes on each route.

As the control message is travelling along a route, every visited router hosting the RC module intercepts the message and configures its local multicast routing table as well as the initial over-reservation parameters destined to its interfaces accordingly. Also, the control message is forced to follow the desired route by means of the route record RRO which enables source routing such that multiple QoS-aware multicast trees are thus initialized for use inside the network. In a pure centralized scenario, a single RAM maintains knowledge on the entire network and related trees. In a hierarchical control scenario, an end-to-end route may be a concatenation of trees from each of the domains that lie on the route. Hence, every RAM in a domain properly maps traffic flows to its local trees according to its local QoS control model, independently of the other RAMs and end-to-end control is assured in a scalable manner across heterogeneous network environment.

As the network is operating, incoming authorized peers’ connection requests to a super-peer must be forwarded to the RAM for the purpose of resource and admission control. To ease the understanding of the interactions among a joining peer, the Super-peer, the RAM and the Main Server, Figure 3-13 is used to depict a use case for the IRACS session setup.

These operations and the message flows are based on the network topology introduced in Figure 3-1. In particular, a peer wants to enjoy a 3D content service. Hence, it first interacts with the Main Server, which performs authentication, authorization and accounting operations. During this control phase, the peer and the server agree on the required views QoS requirements (e.g., bandwidth) as well as the related traffic characteristics. In case authentication operations are successful, the server redirects the peer to the Super-peer by providing the address of the latter. This is important to prevent unauthorised peers from affecting the media delivery performance. Hence, the joining peer issues a connection request to the Super-peer. The request carries the desired session’s QoS and the involved traffic characteristics (e.g., codec and peak rate, etc.). Upon receiving the request, the Super-peer contacts the RAM to request the underlay network resource capabilities in order to establish QoS-aware overlay connectivity for the networked peers.
The request to the RAM includes the IP address of the joining peer and that of the main server as well as the QoS requirements and the traffic characteristics. Thus, the NCDP/RAM, selects the appropriate multicast trees (pre-established as in previous subchapter) to connect the Super-peer to the Main Server and the appropriate multicast trees to connect the Super-peer to the joining peer. In case the trees selection succeeds, the NCDP instructs the ERs that lie on the selected trees so that the latter can properly enforce the selected trees and the requested QoS. Hence, the ERs bind the incoming contents parameters (e.g., source’ and destination’ IP addresses, ports and transport protocol) with the selected tree’s multicast channel. This is to assure that, incoming media packets will be correctly encapsulated at ingress ER to follow the trees allocated, so they enjoy the QoS reserved for them.

The same way, the packets will be decapsulated at the relevant egress ER for delivery to the peer/consumer/end-user. Besides, the NCDP provides the underlay resource availability information to the TB/MTM, as shown in Figure 3-12. Based on this feedback and the peers’ resource conditions the Super-peer is enabled to define or update the appropriate P2P application-level multicast trees with less signalling exchanges, which is crucial for scalability.

**In this sense, the construction of the multicast distribution trees is performed by two different system components, the IRACS at the ISP core network level, and the TB at the access level.**

Figure 3-14 illustrates this concept and Figure 3-15 presents a step-by-step description of the events in a sample scenario.
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Figure 3-14: Delegation of the multicast tree construction mechanisms in our proposed framework. Bottom part depicts the constructed tree hierarchy at the access network.

Using Figure 3-15 as a reference:

- When peer 1 connects, IRACS computes the tree from the Super-peer to the Edge Router serving the peer. TB computes the tree from the ER5 to the peer;
- A new peer arrives (peer 2) and no changes are needed in the IP multicast tree at the ISP core level. TB computes peer insertion on access-level existing tree – peer 2 becomes child of peer 1;
- Additional peers (peers 3 and 4) connect from a different ER. IRACS adds new branches to the existing IP multicast tree at ISP core level and the TB computes new P2P tree at access level;
- Finally, new peers arrive at the same access network (peers 5, 6, 7). The only changes are at the access-level P2P tree - it now consists of one parent (peer 3), one parent/child (peer 4) and three children (peers 5, 6, 7).

Figure 3-16 provides an overall view of the signalling involved when a new peer joins the system.
Figure 3-15: Step-by-step procedures on the multicast tree construction.
3.5 QoS Assurance across multiple network domains

In order to facilitate the understanding of the IRACS operations in support for the distribution of the IP video streams in a multiple ISP network domain scenario, the description is based on the network topology in Figure 3-17 and also on the message sequence chart in Figure 3-18.

In particular, Figure 3-17 encompasses three ISPs’ networks (ISP A, ISP B and ISP C). For simplicity, we assume that the Main Server/Super-peer is hosted in ISP A’s infrastructure which is connected to ISP B’s network via the Border Routers - BRs - (BR1 in ISP A and BR2 in ISP B). The ERs bridge between an access and a core networks while a BR is used to connect two core networks. Besides, the ISP B’s network is composed of two access networks (Access B1 and
Access B2) and one services/control network, which are connected through a common core network. Likewise, the ISP C’s network encompasses two access networks (Access C1 and Access C2) and one services/control network. Also, a Super-peer is present in each ISP’s network so as to allow for a proper coordination of the overlay media streaming among the peers.

Figure 3-17 - QoS support for IP video streams across multiple domains

Hence, let’s suppose that a joining peer, with brown/shaded colour in the access network requests content to the Main Server/Super peer. A connection request specifies the desired QoS parameters in terms of bandwidth and buffer size together with the related traffic characteristics (e.g., flow IDs, source and destination IP addresses and ports, etc.). This will be performed in compliance with NSIS protocol, as described in the beginning of Chapter 3.3.1. Thus, the way that QoS-aware path is set up, is detailed in the rest of this subchapter using the message sequence chart in Figure 3-18.

First, the joining peer in the access network C2 (see Figure 3-17) issues connection request to the Main Server/Super-peer, specifying the desired QoS and traffic characteristics as explained earlier. After that, the Main Server/Super-peer contacts RAM A with the IP address of the joining peer along with the desired QoS and traffic characteristics, and requests a bandwidth-aware path to the joining peer. This means that a QoS-enabled path must be set up all over the way between the Main Server/Super-peer and the joining peer.

Upon receiving the request, RAM A checks its candidate unbranched trees (created at system initialization phase for unicast purposes) that connects the ISP A’s network to the neighbouring ISP B’s network on the route towards the joining peer (see BR1 to BR2 in Figure 3-17). A Service Level Agreement (SLA) should have been pre-established between the involved ISPs while the
proper BRs (ingresses and egresses in a domain) are obtained based on the inter-domain routing information populated by BGP (Border Gateway Protocol) [118]. As such, whenever a candidate unbranched tree presents sufficient over-reservation, the RAM A books the best tree amongst them and forwards the request to its neighbouring domain towards the joining peer, that is, to the RAM B without QoS reservation signalling. However, if the over-reservation is insufficient, the RAM A invokes the Resource Reservation Subsystem (RRS) to decide new reservation parameters policies based on the resource information in its local Control Information Base (CIB).

Figure 3-18 - A use case for the QoS signalling messages sequence chart in a cross domain set-up

In case the resource readjustment is successful, the tree is booked and the message is automatically forwarded to the next RAM B without QoS reservation signalling. This way, RAM A avoids per-flow QoS reservation signalling on trees so as to scale. In case the currently unused network resources are not enough to connect the joining peer with acceptable QoS, RAM A denies the request and sends a notification back to the Main Server/Super-peer, or it maps the request to a lower QoS Class of Service (CoS) according to pre-defined SLAs between the provider and the customer. This mechanism is repeated at each RAM visited on the route (e.g., RAM B) till the message reaches the RAM C in the ISP domain where resides the joining peer.
Hence, RAM C selects its best unbranched tree to extend the path being created across the ISP C’s core domain to the edge router (ER5) of the joining peer’s access network. Then, it enforces the QoS in its local database and instructs the related ingress and egress routers (BR4 and ER5) to configure the sessions-to-trees binding so that media packets/chunks can be correctly encapsulated at ingress and decapsulated at egress points. Afterwards, it sends a response message in the reverse route back to the Main Server/Super-peer. It is important to recall that, at the edge node (ER5), a Policy and Charging Rules Function (PCRF) is deployed to enforce priority of the traffic flows over the background services in the access domain of the joining peer.

As the response message is travelling back to the Main Server/Super-peer, the BR3 intercepts it and forwards it to RAM B. Hence, in case RAM B has sufficient available over-reservation on the booked tree, it simply confirms the desired QoS enforcement in its local database and instructs the related ingress and egress routers (BR2 and BR3) to configure the sessions-to-trees binding so that media packets/chunks can be correctly encapsulated at ingress and decapsulated at egress points. In this case, RAM B forwards the message upstream to RAM A without issuing QoS reservation signalling messages. Otherwise, the RAM B must first signal the Resource Controllers (RCs) implemented in the routers on the selected tree in order to readjust the reservations according to the local control policies before forwarding the message towards the A/V server. In the same way, BR1 will intercept the message and forward it to the RAM A. Then, RAM A will enforce the QoS on its tree and send the response message to the A/V server. As a result, end-to-end QoS-enabled unicast path is set up between the A/V server and the joining peer. Finally, the server informs the joining peer and starts streaming the media.

**IRACS effectively deploys a fast and scalable resource and admission control mechanism, considerably lowering signalling events using a per-class over-provisioning approach thus preventing per-flow QoS reservation signalling messages. Moreover, it is aware of network link resources in real-time and supports for service differentiation and network convergence by guaranteeing that each admitted traffic flow receives the contracted QoS.**

### 3.6 Conclusion

This chapter provided the details on the core novelties claimed by this thesis. These novelties included a new vision for PA-CDNs applicable to the distribution of multiview real-time media that merges the concepts of client-server and P2P overlay networks in a synergy between IP multicast and application-level multicast, retaining the advantages of both paradigms while still improving bandwidth efficiency and considerably lowering packet loss, delay and jitter. A summary of the research challenges and specific contributions to address them in provided below in Table 3-3.
Table 3-4: A summary of the main research challenges and contributions

<table>
<thead>
<tr>
<th>Research challenge</th>
<th>Proposed solution (Key achievement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribute bandwidth-hungry real-time media content to a large population in a scalable manner (up to 70 Mbps per consumer)</td>
<td>Use a multihoming distribution network composed of DVB-T2 and IP network. Distribution in the IP network uses both client-server and P2P paradigms. The client-server is modified to client-ER using pure IP multicast. The ER replicates the IP multicast traffic to multiple P2P Top-level peers who then distribute the traffic to other peers in the same access network. The P2P network is hence geographically contained within the boundaries of a particular ER.</td>
</tr>
<tr>
<td>Dynamically adapt video quality according to consumer network conditions</td>
<td>Video content is split in multiple streams - Base layer and enhancement layer streams - , obtained by using the SVC extension of H.264/AVC encoding standard. Each base layer and its correspondent enhancement layer are sent over the same multicast tree and thus different views are sent over different multicast trees. Therefore a peer only receives a specific number of streams, which can be limited by its network conditions or to a subscription fee.</td>
</tr>
<tr>
<td>Lower Service Provider costs in infrastructure and its management</td>
<td>P2P networking is proposed to assist the distribution of content, offloading traffic from the ISP core network. Besides achieving considerable bandwidth savings for the ISP, this means less investment on equipment and management.</td>
</tr>
<tr>
<td>Achieve minimum impact on existing traffic load at the service provider core network</td>
<td>IP multicast is proposed to be used only at the ISP core network. This approach lowers any concerns on the usage of multicast technology, providing huge bandwidth savings and low impact on existing traffic patterns.</td>
</tr>
<tr>
<td>Ensure the distribution of multiview content achieves the minimum inter-ISP traffic as possible</td>
<td>P2P traffic is contained in to a single ER, therefore no P2P traffic exists outside its access networks. The exception occurs when peers are located on non-compliant ISPs, as shown in Figure 3-1. Peers located in such ISPs may be allowed to access if the CDN policy allows it.</td>
</tr>
<tr>
<td>Provide almost real-time full awareness of resource availability at the ISP core links</td>
<td>The IRACS RC (see Chapter 3.3.1.5) module, running in the ISP core and edge routers has real-time knowledge of the resources for all the router’s interfaces. This information is periodically updated to the CIB module (see Chapter 3.3.1.3) who gathers the knowledge of the underlying network topology.</td>
</tr>
<tr>
<td>Perform QoS resource reservation at the ISP core network with minimum delay (possibly on-the-fly), with the least waste of resources and in an adaptive manner</td>
<td>The IRACS is proposed as a novel over-provisioning QoS mechanism, that performs class based QoS reservations (contrary to PHB used in DiffServ or per-flow reservations used by IntServ). When compared to other existing over-provisioning approaches that mostly waste bandwidth and increase session blocking probability unnecessarily, IRACS allows minimizing undesired QoS control states, processing and signalling overheads by decentralizing operations at distributed entities throughout the ISP network.</td>
</tr>
<tr>
<td>Achieve QoS with minimum control signalling events</td>
<td></td>
</tr>
</tbody>
</table>
Achieve minimum end-to-end delay, jitter and packet loss (related to the consumption of the multiview content) even considering the dynamics of network behaviour.

By containing the P2P network to small geographical areas, changes (such as peer churning) are self-contained to these areas, furthermore, since parents and peers are closer to each other and share the same access network, the propagation delay and jitter are shorter, and there is less probability of packet loss. In addition the usage of IP multicast drastically reduces the bandwidth needed to distribute the content to the multiple ERs which further improves delay. Finally, by offloading traffic to the P2P network the Super-peer has less load and traffic queues are shorter.

Re-use existing technologies and standards as much as possible for easiness of adoption

The proposed architecture is built upon the existing concept of PA-CDNs. IP multicast is a stable and very well-known standardized technology from IETF [5]. The same is applicable to IRACs who is built in the foundations of NSIS [112] and DiffServ [81].

New concepts have been introduced, such as the Topology Builder, the Multicast Tree Manager, the Topology Controller, the Network Management Subsystem, the Internet Resource and Admission Control, the IP-multicast–to-IP-unicast replication function of the ISP’s Edge Routers, amongst others. The concept of splitting the distribution of content in pure multicast trees at the ISP core network and geographical self-contained application-level multicast trees at the access network level, together with a new algorithm for P2P overlay construction and maintenance synchronized with a fast QoS approach with low signalling overhead, are the true novelties presented.

This thesis claims that the acceptance of the assumptions made in this chapter by an ISP would greatly improve its network efficiency and considerably facilitate its management in the support for multiview real-time media.
Chapter 4

4 Component Validation

Chapter Outline: component validation is a logical step when designing, developing and integrating a new system. It allows verifying the correct operation of a component or its submodules before proceeding to full system integration. Chapter 4.1 describes the testbed and presents the validation results for Server and Peer components and modules under specific real tests; Chapter 4.2 provides real performance results for a subset of inter-ISP connections in the current Internet infrastructure; Chapter 4.3 describes the simulation scenario and performance results for the IRACS network component. Finally, Chapter 4.4 highlights the conclusions from the obtained results.

4.1 P2P networking performance

For the P2P network performance the following components were integrated and tested on a real testbed:

- **P2P Packetisation/Transmitter** (Main Server): multi-threaded UDP sender application, running at the Server/Super-peer, responsible for the packetisation, transmission and encryption of chunks for the different IP video streams. It receives, at runtime, the IP address list of the top-level parents provided by the *Topology Builder*.

- Topology Builder (Main Server): is the entity that creates the multiple application-level multicast trees at the access network level and inserts joining peers on specific positions, according to their rank, on these trees. The highest ranking peers, called Top-level peers, are at the root of each tree and receive the content directly from the **P2P Transmitter**. Lower-level peers receive the content directly from the Top-level peers or from other higher ranking peers.

- **Multicast Tree Manager** (Main Server): is the entity that collects/aggregates network monitoring data (percentage of packet loss, average round-trip delay, jitter and available bandwidth), from all connected peers, providing the *Topology Builder* (TB) with updated peer’s network conditions. It also allows peers to perform bandwidth tests with the Main Server/Super-peer.
• **Topology Controller** (peer): performs the initial contact with the Server for user authentication and redirection to the nearest super-peer. It computes the peer evaluation and performs P2P tree operations as commanded by the TB (parent, parent/child or child).

• **Network Monitoring Subsystem** (Peer): this module collects peer hardware and network traffic statistics (packet loss, average round-trip delay, jitter and available bandwidth) and, periodically reports the collected data towards the Multicast Tree Manager (MTM). This module is also responsible to compute the peer stability, a metric that reflects the stability potential of this peer based on previous sessions.

• **P2P Receiver & Forwarder** (Peer): multithreaded UDP receiver application, running at the peer, responsible for the reception/chunk selection, depacketization, decryption of each received chunk. It also forwards each received chunk to the children peers. After decrypted the chunks are also forwarded to the local Synchronization module.

The evaluation tests performed are related, with the peer joining and leaving the P2P overlay.

**4.1.1 Test environment**

The test bed simulates a single ISP core network and access network, with one Super-peer and seven peers, running the software modules as described in the previous subchapter. There are a total of 4 IP networks, with one 1Gbps layer 2 switch in each network. The overall testbed topology is depicted in Figure 4-1, lines are representatives of IP video stream flows. In the presented scenario it was considered the construction of a single multicast application-level tree with a single Top-level parent.

![Figure 4-1: P2P network test bed topology overall look](image_url)
During the tests, peers join the service and the Super-peer updates the application-level multicast trees (all share the same topology) accordingly. To measure the P2P network performance, the tree depth consists of three levels. Top-level Peer 1 starts to receive the media and forwards it to its children (peers 2 and 3), and the process continues to the remaining peers. Table 4-1 depicts the IP video streams used, in a total of approximately 28Mbps. Following this set up, the test bed allowed for the measurement of the following performance metrics:

- CPU consumption by the different modules – relevant as a baseline, to estimate minimum system requirements for correct system operation (Server and Peer) and also to gather feedback for the Peer Evaluation metric, equation (3.1), as described in Chapter 3.2.2.1;
- Memory footprint at the TB – enables to estimate how the algorithm used for the creation of the multiple P2P application-level multicast trees scales in terms of memory consumption when the number of peers grows (up to $10^5$ peers);
- Tree computation time at the TB – same as the previous, but applicable to CPU consumption;
- Consumed bandwidth by the NMS periodic reporting system – provides insight on how much overhead is consumed by the NMS component of a parent peer as the number of children peers increase and the reporting period decreases (is faster).

### Table 4-1: Streams used for P2P networking performance experiment

<table>
<thead>
<tr>
<th>PID</th>
<th>Stream Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>Base Layer Half colour (Camera 2 + Camera 3) – Description 1</td>
</tr>
<tr>
<td>1002</td>
<td>Base Layer Half colour (Camera 2 + Camera 3) – Description 2</td>
</tr>
<tr>
<td>1003</td>
<td>Q. Enhancement Layer Half colour (Camera 2 + Camera 3) – Description 2</td>
</tr>
<tr>
<td>1004</td>
<td>Base Layer Half depth (Camera 2 + Camera 3) – Description 1</td>
</tr>
<tr>
<td>1005</td>
<td>Q. Enhancement Layer Half depth (Camera 2 + Camera 3) – Description 1</td>
</tr>
<tr>
<td>1006</td>
<td>Base Layer Half depth (Camera 2 + Camera 3) – Description 2</td>
</tr>
<tr>
<td>1007</td>
<td>Q. Enhancement Layer Half depth (Camera 2 + Camera 3) – Description 2</td>
</tr>
</tbody>
</table>

### 4.1.2 Results

#### 4.1.2.1 CPU consumption by the different modules

The results obtained, reflect an average of 20 rounds. Each round took a duration of 15 minutes (2 minutes per each increase in the number of streams, plus 1 minute pause between rounds). Figure 4-2 depicts the results for the P2P modules that contribute the most for the CPU consumption (server and peer).
From the analysis of Figure 4-2, the following results can be drawn:

- Small fluctuations may exist since neither the size of chunks or the bitrate is constant throughout the entire video sample being transmitted.
- The CPU consumed by the P2P Transmitter module running at the Server/Super-peer (P2P-Tx of the server) has a direct dependency on the number of IP streams it needs to generate from the source MPEG-2 transport stream containing the full 3D media multiplex. Hence, associated file operations, packetisation (chunk stream generation) and encryption operations consume the most CPU. It was observed that stream replication had a minimal impact on the CPU consumption for each new top-level peer added (less than 1%).
- The CPU consumption of the P2P Receiver & Forwarder, running at the peer (P2P Rx+Tx of the peer) is relatively high. Upon reception of each stream from a different port, it performs depacketisation, decryption; checks integrity, and forwards each chunk to both the Synchronization module (for media players) and to the network, using the instructions received from the CS module.
- The CS module’s CPU overhead, due to its nature, is basically independent from the number of streams flowing through a peer. It shows a steady behaviour.
- The NMS module monitors every stream received and for each it calculates its bandwidth, jitter and packet-loss. The CPU resources consumed are considerably low, linearly depending on the number of streams being received. This low value was only possible to achieve by running the libpcap [111] at the operating system Kernel level with a single instance responsible for all the traffic related monitoring operations.
- The TC and the MTM bring a negligible load on the CPU (less than 0.1%), and hence are not shown in Figure 4-2.
4.1.2.2 Memory footprint at the Topology Builder

For this evaluation, the peers in the topology run a script that allows them to send multiple joining requests (up to a total maximum of 100K requests) to the Super-peer, actually emulating thousands of peers. Figure 4-3 depicts the memory footprint for the Super-peer in light and heavy conditions. The results were computed for P2P tree construction and maintenance operations only. At its maximum, the total memory consumed at the Super-peer was approximately 48 Mbytes, which indicates a highly scalable algorithm. Note that due to the (geographical) distributed nature of the system, Super-peers are expected to support far lesser number of peers and only in very rare occasions a Super-peer would need to support such a high number of peers. ISPs in such conditions may split clients by zone, or perform load-balancing techniques amongst two or more Super-peers.

![Figure 4-3: Memory footprint for P2P tree construction and maintenance operations at the Super-peer versus number of peers in the system.](image)

4.1.2.3 Computation time for the construction and maintenance of P2P application-level multicast trees

The evaluation of this metric was crucial to understand how the proposed system would perform under constant changes in the access network. Using the same set up as before, Figure 4-4 shows the evaluation of this performance indicator when computing a single tree versus the number of peers in the system.

In the most demanding case, where all 7 trees have 100k peers, the computation would take approximately 3.5 seconds. For more general cases, the computation of all P2P multicast trees will be under a second.
4.1.2.4 NMS bandwidth consumption

As explained in Chapter 3.2.3, for tree maintenance purposes, each peer periodically sends a network monitoring data report to the MTM.

In our test bed environment, a single report has a size of 387 Bytes (58 bytes from Ethernet, IP and TCP overheads, and the remaining 329 bytes from the JavaScript Object Notation (JSON) plus the report structure).

In an access network that has a capacity of 1Gbps, considering each media stream to be approximately 4 Mbps and that at least a minimum of 3 streams are needed to be received by each peer, a worst case scenario was considered, where one single parent has to support 75 children (leaving 10% of the available bandwidth for other networking operations). In such a scenario, the average bandwidth consumed by the NMS depends on the periodicity of the report and the number of children being supported.

Through analytical calculation it can be seen, from the plot in Figure 4-5, the NMS module operating in a peer with 75 children consumes an average of 45Kbps bandwidth if the report is to be sent every 5 seconds. Even though this is the worst case scenario, it still corresponds to an acceptable bitrate.
4.2 Inter-ISP tests for the service suitability in the existing Internet infrastructure

4.2.1 Test bed description

This Chapter describes the tests used to measure real-life performance of a subset of inter-ISP connections in the current Internet infrastructure. By default, the core and access networks of the involved ISPs are agnostic to the IP video service’s traffic, treating it with a best effort policy.

The performance evaluation is performed using the *iperf* [131] tool to measure jitter and packet loss in the set up scenarios presented in Table 4-2.

<table>
<thead>
<tr>
<th>Country</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
<th>Scenario 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-peer</td>
<td>Germany</td>
<td>UK</td>
<td>Greece</td>
<td>Portugal</td>
<td>Portugal</td>
</tr>
<tr>
<td>Peer</td>
<td>Portugal</td>
<td>Portugal</td>
<td>Portugal</td>
<td>Spain</td>
<td>Turkey</td>
</tr>
</tbody>
</table>

4.2.2 Test environment

The inter-ISP network topology applicable for this test is depicted in Figure 4-6. For each scenario, the *iperf* tool was configured to send multiple IP streams with the following configuration:

- Transport protocol: UDP;
- Size of the protocol data unit: 1380 Bytes (average size as measured in test-bed);
• Sending bitrate: constant bitrate of 3.5 Mbps. (average bitrate as measured in the test-bed).

The first three scenarios present no bandwidth link limitation and the measurements intend to evaluate the performance of the inter-ISP connection for best-effort service. Scenarios 4 and 5 present bandwidth link limitation and the goal is measuring how much it could affect the visualization of content in today’s Internet.

![Inter-ISP topology set up](image)

All tests have been performed on working days during peak hours, between 10:00h and 17:30h (CET), hence they reflect the worst case scenario for such transmissions. The only exception was scenario 5, performed at 21:00h CET, in which the goal is to measure the performance in a end-of-day residential use case.

4.2.3 Results

The results obtained, reflect an average of 2 rounds. Each round took a duration proportional to the number of supported streams at the client (4 minutes per each increase in the number of transmitted streams). Figure 4-7 and Table 4-3 depict the obtained results for scenarios 1 to 3, whilst Figure 4-8 and Figure 4-9 depict the results obtained for scenarios 4 and 5, respectively.
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Figure 4-7: Scenarios 1-3 - client inter-arrival jitter (ms) versus Super-peer geographic location

Table 4-3: Scenarios 1-3 - client percentage of packet loss versus Super-peer geographic location

<table>
<thead>
<tr>
<th></th>
<th>Germany</th>
<th>UK</th>
<th>Greece</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stream 1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Stream 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>Stream 3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>Stream 4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Stream 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Stream 6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.30</td>
</tr>
<tr>
<td>Stream 7</td>
<td>0.00</td>
<td>0.26</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Figure 4-8: Scenario 4 - inter-arrival jitter (ms) and percentage of packet loss in a residential 10Mbps ADSL connection under peak hours
Figure 4-9: Scenario 5 - inter-arrival jitter (ms) and percentage of packet loss in a residential 25Mbps ADSL+ connection during non-peak hours

From the performance graphics it can be concluded that the packet inter-arrival jitter does not constitute a major issue in any of the tested scenarios. This is the case even when the traffic is traversing multiple ISPs under the best-effort treatment.

From Figure 4-7 and Table 4-3, it can be concluded that the service, if deployed in a small to medium scale, could be supported by today's Internet without any change in the ISPs equipment or topology. In larger-scale deployments, with the increase in the number of clients, ISPs would be forced to take improvement measures, and the proposed P2P overlay approach is a possible solution.

From Figure 4-8 it can be expected that a residential 10Mbps ADSL connection will not suitable for users during peak hours. The server was only able to deliver 2 IP streams, above which the packet loss rate increases to unacceptable levels. The service could possibly be scaled down to support the fixed/portable terminals with a stereoscopic display without disparity based rendering (i.e., without 3D depth adjustment control), but with high-quality HD stereoscopic video. However, delivering stereoscopic-plus-disparity or full four-views-plus-disparity is infeasible.

For out-of-the-peak hours, Figure 4-9 suggests that a 25Mbps connection can provide acceptable conditions for up to 6 IP streams, which implies that a stereoscopic service accompanied by disparity maps for 3D depth adjustment can be feasible.

4.3 IRACS performance evaluation

4.3.1 Description

This chapter presents the performance evaluation for the IRACS component in a simulation environment. IRACS is a cross-layer resource over-provisioning approach for the proposed
architecture and this evaluation relates with the QoS overprovisioning at the Internet Service Provider (ISP) core network.

4.3.2 Simulation environment

In order to evaluate the benefits of the cross-layer resource over-provisioning support for the dynamic P2P networking, IRACS was implemented and simulated in the Network Simulator 2 (ns-2), version 2.31 [123] using the existing SOMEN [101][102] implementation. The simulated topology is provided in Figure 4-10 and the simulation parameters are given in Table 4-4.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Scenario 1 (used for measuring signalling events and number unnecessary requests denied)</th>
<th>Scenario 2 (used for computing packet dropping statistics)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link Capacity (C)</td>
<td>1 Gbps</td>
<td>10Mbps</td>
</tr>
<tr>
<td>Session Requests</td>
<td>20.000</td>
<td></td>
</tr>
<tr>
<td>Classes of Service (CoS) [124]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 1 Control;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 1 Expedited Forwarding (EF);</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 1 Assured Forwarding (AF);</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 1 Best-effort (BE).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduling discipline at the routers [116]</td>
<td>Weighted Fair Queue (WFQ)</td>
<td></td>
</tr>
<tr>
<td>Traffic Characteristics</td>
<td>Based on a Poisson process:</td>
<td></td>
</tr>
<tr>
<td>• Randomly generated CBR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Pareto</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Exponential</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandwidth requests</td>
<td>Between 128Kbps and 8Mbps</td>
<td>Between 128Kbps and 1Mbps</td>
</tr>
<tr>
<td>• 5% are long-lived sessions (lifetime of the whole simulation duration);</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 25% are relatively long-lived sessions (lifetime of 30 minutes);</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• 70% are short-lived sessions (lifetime of 5 minutes).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Simulation replications</td>
<td>5 times with different seeds of random mapping of requests to CoSs and to peers from different access domains</td>
<td></td>
</tr>
</tbody>
</table>

Note: the traffic was mapped to the different CoS in order to simulate both the multiple video streams (layers/views) and other traffic, with unpredictable traffic dynamics.

The simulations results were obtained as mean values for all replications. Input values for the simulation were provided from a bash script file that passes the parameters to the ns-2 OTcl simulation file and the ns-2 simulator automatically to obtain all the results. Then, Matlab is used to plot the graphics shown in the next subchapters.

The results focus on three key performance indicators: scalability, resource utilisation efficiency and QoS differentiation.
Figure 4-10: Proposed P2P networking approach using IRACS resource control approach

4.3.3 Results

Figure 4-11 compares the IRACS resource over-provisioning with per-flow QoS mechanisms, using simulation scenario 1.

It is therefore worth mentioning that, in per-flow approaches, a multicast tree is probed (probing events) to acquire its resource availability before admission of a new request in the tree. In case there is sufficient resource available on a multicast tree, the latter is signalled, so the requested amount of resource is reserved (reservation events) to guarantee the QoS contracted for the incoming request. When a session terminates in a tree, appropriate signalling is triggered to release (release events) the related reservations for future use. Hence, we observe that the IRACS
over-provisioning is able to reduce the overall per-flow signalling events (i.e., probing + reservation + release) above 90%, depending on the network congestion level (see Figure 4-11). The over-provisioning does not trigger signalling when the network is less congested (session requests below 4,000). The signalling is triggered for reservations re-adjustment only when the over-reservation in a requested CoS is exhausted. With respect to per-flow, the probing and the reservation events numbers overlap when the network is less congested (request number below 4,000); all requests are admitted then. As the resource availability decreases (request number beyond 4,000), the number of probing goes higher than that of the reservation; some requests are denied since there are not enough resources to guarantee the demanded QoS.

Additionally, Figure 4-12 shows that the IRACS over-provisioning guarantees QoS differentiation similar to per-flow approach when there is link congestion. These results have been obtained by activating the real traffic in the simulation environment, thus the need to use a simplified version of simulation scenario 1, called scenario 2 (10Mbps links only, with maximum reservation being 1Mbps).

![Figure 4-12: Packet dropping statistics of IRACS vs. per-flow approach (scenario 2)](image)

It is possible to see that when link congestion occurs, both IRACS and the per-flow approach have a similar behaviour, that is, BE traffic (which has the higher drop precedence) starts to be dropped in order to ensure enough resources are available for the EF and AF classes. Further increase in traffic would have caused higher packet drop for BE immediately followed by AF traffic (in a lower proportion). As explained in Chapter 2.11, due to the stipulated EF class traffic characteristics [83], it would only be dropped for very high congestion levels.

Considering that over-provisioning is usually challenged by the utilisation of the residual resources (over-reserved and unused), Figure 4-13 is used to compare IRACS with a competing over-provisioning approach, MARA [91]. MARA has been chosen as the most closely related solution to IRACS. In Figure 4-13 it is observed that IRACS does not deny any request when residual resources are sufficient for a new request while MARA denies many requests, especially
as the network demands increase. This means that IRACS reuses the residual resources more efficiently in contrast to MARA.

Based on the performance evaluation described in this simulation, it becomes clear that the traditional per-flow QoS approaches incur undue signalling and therefore the related processing overhead, which poses serious scalability issues. In this sense, they are not suitable for dynamic scenarios like the one analysed in this thesis. As an alternative, IRACS demonstrates that efficient resource over-provisioning is fundamental to guarantee differentiated QoS not only in a scalable fashion, but also with increased network resource utilisation efficiency.

![Graph: IRACS over-provisioning vs. competing previous over-provisioning approach](image)

**Figure 4-13: IRACS over-provisioning vs. competing previous over-provisioning approach (scenario 1)**

### 4.4 Conclusions

In the P2P networking tests, there were a total of 7 different video streams with data rates of about 28 Mbps for the downstream and 8 Mbps for the parent upstream (2 children per parent, 4Mbps per stream). At component scale it was observed there is still room for improvement on the software development as the CPU consumption in components like the *P2P Packetisation/Transmitter* and the *P2P Receiver & Forwarder* can be a problem in a real implementation scenario. However, the test results have also shown highly scalability and fast response time for the other components, including the P2P overlay construction algorithm and the tree maintenance operations, achieving a proof-of-concept status.

The inter-ISP tests allowed understanding how good the presented solution would work on the current Internet. From the results it can be concluded that the service, if deployed in a small to medium scale, could be supported by today's Internet without any change in the ISPs equipment or topology. There would however not be any QoS safeguarding which could cause some service...
instability in lesser good ISPs. It was also observed that a 25Mbps connection would provide acceptable conditions to receive up to 6 IP video streams, which implies that a stereoscopic service accompanied by disparity maps for 3D depth adjustment can be feasible.

Furthermore, the simulation results for the IRACS have shown that each connected session will receive a minimum guarantee of its desired QoS in terms of bandwidth and delay through P2P overlay system. The results have also shown that the use of efficient resource over-provisioning ensures scalability since the control states and signalling overhead (and therefore the related CPU consumption, energy, and memory) can be significantly reduced.
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5 Integrated System Validation

Chapter Outline: this chapter describes the validation testbed, the experiences and the methodology used for the interpretation of the results for the integrated system validation. The system has been validated as a component of the ROMEO project [31] where end-user validation has been performed on the project demonstrator. Chapter 5.1 highlights the tested features, Chapter 5.2 describes the testbed, the composition of the test panel and the test stimuli, while Chapters 5.3 and 5.4 present and analyse the subjective and objective evaluation results. For the subjective assessment, ITU recommendations have been followed and the Mean Opinion Score (MOS) for each test event has been computed by averaging subjects’ normalised scores.

5.1 Tested features

Chapter 4 presented objective measurements (based on testbed, simulation and analytical work) for singular architecture components (Server, P2P and Network). This chapter, on the other hand, presents both subjective and objective measurements for the full system validation. The test conditions identified and described in Table 5-1, will enable to measure the impact of the Server and P2P components/modules in the full system, which will be under subjective evaluation by a panel of independent experts. These scenarios were presented to the participating subjects according to the sequence illustrated in Figure 5-1.

5.2 Used topology and test procedure

For each subject, the tests were shown one after the other, with a certain time interval between each. The time interval is kept wide enough to let the subjects perceive the immediate and transient effects of the test case in question and also vote on the score sheet in front of them. Figure 5-1 shows the timeline of the subjective tests during the validation.

The topology used for the user trials is shown in Figure 5-2.
Table 5-1: Tested P2P scenarios

<table>
<thead>
<tr>
<th>Scenario/Condition</th>
<th>Description</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - Perfect network conditions</td>
<td>This corresponds to the higher quality to be presented to the subjects. There are no bandwidth limitations, no congestion and the P2P network is stable (no churning).</td>
<td>Provides the ideal viewing conditions. There are no networking impairments and all anticipated streams are delivered with the best quality.</td>
</tr>
<tr>
<td>1 - Graceful disconnection of a Top-level peer in the P2P distribution system</td>
<td>A Top-level peer realizes it is going to be shut down and immediately performs a graceful disconnection, alerting the Multicast Tree Manager for this condition. Its children are expected to swift react and switch for the backup parent, before the Top-level peer disconnects. Changes are also expected to be immediately reflected on the Topology Builder.</td>
<td>Evaluates the immediate and transient effects on the perceived quality of the video when a Top-level peer (highest in the P2P hierarchy) is shutdown in a graceful manner (e.g., the user shuts down the computer or closes the player).</td>
</tr>
<tr>
<td>2 - Reconnection of a peer into the system</td>
<td>A new peer with excellent evaluation joins the P2P distribution system. It is expected this peer to start as a leaf and to transition to a Top-level peer during the tree maximization procedure periodically performed by Topology Builder. It is also expected that at least one children of another Top-level parent will switch parents (to the new Top-level peer).</td>
<td>Evaluates the immediate and transient effects on the perceived quality of the video that occurs when there are multiple changes simultaneously occurring at the P2P network.</td>
</tr>
<tr>
<td>3 - Ungraceful (sudden) disconnection of a Top-level peer in the P2P distribution system</td>
<td>A Top-level peer is disconnected before signalling the Multicast Tree Manager of the condition. It is expected the NMS module in the Top-level peer’s children to detect the fault and, upon time-out, switch for the back-up parent before the P2P receiver buffer gets empty. Changes on the P2P distribution system are expected to be updated on the Topology Builder upon the time-out. Furthermore, it should also be seen that one of the children of the disconnected Top-level peer will be promoted to Top-level peer.</td>
<td>Same as in Condition 1, but occurring when a Top-Level peer is abruptly disconnected from the network (e.g., connectivity lost due to network cable removal or operating system/application crash)</td>
</tr>
</tbody>
</table>

Figure 5-1: The timeline of the subjective tests (6 minutes and 10 seconds overall per subject) during the final trials. The fixed terminal user and the portable terminal user, experience the corresponding events simultaneously and give their votes separately (adapted from [31])

During the voting times, subjects were asked to put their opinion on the voting sheet based on a rating scale, as it will be explained in Chapter 5.3.
5.2.1 Test panel

For the system validation, the subjects were mostly non-experts with no or little experience with multi-view 3D video and auto-stereoscopic display technology. The complete test panel consisted of 53 subjects out of which 19 were female and 34 were male. The minimum age was 21 and the maximum age was 62 and the average age of all subjects was 35. The number of subjects guarantees the statistical validity of the evaluation.

5.2.2 Test stimuli

Two different multi-view plus disparity content tests were used, one named “Musicians”*** and the other “Acting scenes”†††, which were generated and processed as part of the ROMEO project [31]. Both contents were encoded according to the SVC extension of the H.264/AVC encoding standard (Annex G), using the CABAC entropy encoding scheme, at 30 frames per second in Full High Definition resolution (1920x1080) using a chroma/YUV format of 4:2:0 with 8 bits for chroma and 8 bits for luminance. To ensure the content duration for the subjective tests, the original scene has been concatenated ten times and encoded. For clarity, only the video evaluation is presented below. In the case of spatial audio (5.1 or object based audio), the major influential factors on the quality were the encoding scheme applied and the rendering

*** Musicians – 3D video footage of a small band of acoustic music players, indoors. The camera rig and the musicians are on the same level
††† Acting scene - 3D video footage of a small theatrical act, indoors.

Figure 5-2: Setup used for the full system validation [31]
environment, including the spatial alignment with the video, which are out-of-scope for this thesis. The network transmission has negligible impact, owing to the considerably lower transmission overhead of spatial audio compared to multi-view video (i.e., no adaptation is applied).

5.3 Subjective test results - 3D video experience evaluation results

As identified in Table 5-1, different target network events have been applied/triggered on the P2P topology to find out their perceptual impact on the 3D video experience and assess the capacity of the system in maintaining service quality and continuity. The used evaluation rating scale, compliant with ITU-R scales, is shown in Figure 5-3.

![Evaluation rating scale](image)

Figure 5-3: Evaluation rating scale

Subjects have been asked to mark their opinion on certain time intervals (see Figure 5-1), which constitutes a continuous quality evaluation. This had been defined in the ITU recommendation BT.500 [126] as Single Stimulus Continuous Quality Evaluation (SSCQE) methodology that does not require a reference. After the completion of tests, for each subject, the scores have been normalised to the range of [0, 1]. The normalisation process has been performed for each subject’s own group of scores. The normalisation process ensures that the entire range from the lowest grade to the highest grade is utilised for each subject.

The Mean Opinion Score (MOS) for each test event has been computed by averaging subjects’ normalised scores. However, it has been necessary to remove outliers in the scores for a test in order not to negatively affect the computed QoE figure. In order to ascertain whether the distribution of scores for any test presentation was normal or not, the $\beta_2$ test, as explained in the aforementioned ITU-R BT.500 [126], has been used. This test refers to the calculation of the kurtosis coefficient of the function (i.e. the ratio of the fourth order moment to the square of the second order moment) allowing, for a particular test, to detect any outlier scores by any subject that should be removed from the average score computation.

Figure 5-4 shows the calculated MOS for the applied tests conditions (see Figure 5-1) for both the fixed terminal user and the portable terminal user. The first vote refers to the ideal viewing
conditions, i.e., there are no networking impairments and all anticipated streams are delivered steadily to both user terminals with the best quality.

Figure 5-4: MOS for fixed and portable terminals during the system validation with 95% confidence intervals ([0,1] interval is rescaled to [0,100] to represent MOS). The order of the test conditions is the same as in Figure 5-3 [31]

Figure 5-4 shows that none of the test conditions for any of the two user terminal types leads to a perceptually annoying impairment that can distract the subjects. It also shows that the following three network conditions (2, 3 and 4) were detected, having a similar level of impact on the perceptual 3D video quality. This lower classification was caused by a minor video freezing effect (a few milliseconds) that occurred every time the peer changed parents, or its position in the P2P hierarchy. The video player was not fully optimized to deal with the UDP socket change - the IP address from the source of the stream changes, hence a new socket is created and the old is destroyed (after all data has been passed to the player buffer). Furthermore, the observed glitches towards the end of the test, which indeed corresponds to the fourth test case (see Figure 5-1), where the transient impact of parent peer’s ungraceful disconnection is seen. Because, in the incident of an ungraceful parent peer disconnection, the child peer immediately switches to its backup parent and tries to maintain packet reception continuity. However, at this instance, several packets are received and stored in the P2P receiver’s input buffer twice (i.e., received from the disconnected parent and the back-up parent) and even due to the jitter, some packets are received out of order. This situation is handled more efficiently in the graceful disconnection scenario, where the handovers are done following handshakes. This indicated that there was a need for further improvement in the child peer’s packet reordering capability.

This impact is negligible as the MOS remains in the interval of [80,100] taking into consideration the confidence interval. **This shows the fact that the P2P clients developed and installed in the user terminals are able to mitigate the impact on the 3D streams’ delivery continuity fairly quick.**

A slight degradation in condition 4 (ungraceful parent disconnection) is observable as the child peer immediately switches to its backup parent and tries to maintain packet reception continuity.
However, at this instance, several packets are received and stored in the P2P receiver’s input buffer twice (i.e., received from the disconnected parent and the backup parent) and even due to the jitter, some packets are received out of order. This situation is handled more efficiently in the graceful disconnection scenario (2), where the parent switch is done prematurely (anticipatory).

5.4 Objective test results – P2P performance results

The P2P 3D content distribution system is evaluated according to the ITU recommendations J.241 (Quality of service ranking and measurement methods for digital video services delivered over broadband IP networks) [127] and Y.1541 (Network performance objectives for IP-based services) [128]. The following is a summary of the relevant performance parameters as specified in these recommendations:

- **IP packet Loss Ratio (IPLR):** is the ratio between the number of the packets lost in the network and the total number of packets transmitted by the sender.

- **IP packet Transfer Delay (IPTD):** is the time interval between initial transmission and final reception of a packet.

- **IP packet Delay Variation (IPDV):** is the IPTD variation between consecutive packets of the same flow.

Table 5-2, Figure 5-5, Figure 5-6 and Figure 5-7 provide the measured results for the P2P distribution system. In accordance with ITU recommendation Y.1541 [128], the measurement of the results was performed using multiple intervals of 1 minute. The reason behind this choice is that the evaluation intervals should be sufficiently long to include subsets of the packet population of interest whilst being at the same time sufficiently short to ensure a balance of acceptable performance throughout each interval (also addressing the practical aspects of the measurement).

<table>
<thead>
<tr>
<th>P2P tree depth</th>
<th>IPLR</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st level (parent)</td>
<td>0%</td>
<td>No packet loss was observed for the transmission of the 14 IP video streams under ideal network conditions.</td>
</tr>
<tr>
<td>2nd level (parent/children)</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>3rd level (child)*</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

* 3rd level is a later addition to the demonstrator set-up and served to evaluate the performance of the P2P content distribution system for an extended tree depth level.
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Figure 5-5: Measured IPTD values versus P2P tree depth

Figure 5-6: Measured IPDV values versus P2P tree depth

Figure 5-7: Queueing and processing/forwarding delay for the demonstrator
To understand these values it is important to remind the test setup used link speeds of 1Gbps, with transmission of chunks of variable size (estimated average of 1380 bytes) in optimal network conditions (no load). Furthermore, the results depicted in Figure 5-7, correspond to the queuing and forwarding delay at the peer, that is, the amount of time between a chunk arrival (fully) and the moment the first bit of that chunk is forward to a child peer. The goal is to show how much delay is added by each forwarding peer in the P2P network and how that increases with the number of children peers it has to feed. It is thus related to time in queue and processing delay, mostly related to the peer’s CPU processing capacity and code optimization at the P2P Receiver & Forwarder module.

5.5 P2P results analysis

Under the ideal network conditions provided by the validation set-up, the performance results for the IPLR (see Table 5-2), IPTD (see Figure 5-5) and IPDV (see Figure 5-6) are within excellent service quality for IP television or streaming services as specified by ITU recommendations J.241 [127] and Y.1541 [128] – see Table 5-3:

<table>
<thead>
<tr>
<th>Network performance parameter</th>
<th>QoS Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 0</td>
</tr>
<tr>
<td>IPLR</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>IPTD</td>
<td>100ms</td>
</tr>
<tr>
<td>IPDV</td>
<td>50ms</td>
</tr>
</tbody>
</table>

Being Class 0 (Real-time, jitter sensitive, high interaction) and Class 6 (later addition from Y.1541) the most relevant to the evaluation.

Figure 5-7 depicts the measured results for queueing and processing/forwarding delay at each peer. Basically it reflects the amount of time a IP packet takes from the moment it is received by a peer till the moment it is relayed/forwarded to a downstream child.

Considering each additional tree level (hop) increases the IPDV and the IPTD, the measured values in Figure 5-6 and Figure 5-7, associated to an administrative decision on the maximum number of hops, makes it possible to stipulate the total amount of delay caused by the proposed P2P distribution system – please note that the distance will have a negligible impact, as the peers will always be in close proximity due to the way the P2P application level multicast tree algorithm works.
Considering the goal is to target a real deployment scenario, let us consider a hypothetical reference path from the Super-peer to the Edge Router (ER) serving a service customer, as depicted in Figure 5-8.

In the hypothetical reference path, in accordance with ITU-T recommendation Y.1540 (Internet protocol data communication service – IP packet transfer and availability performance parameters) [129], a single network section is defined as a set of devices and their interconnecting links responsible for providing ‘a part’ of the IP service between the source (the Super-peer) and the destination (the customer). Also, each network section represents a different Internet Service Provider (ISP) / network operator.

Figure 5-8: Hypothetical reference path for measuring networking performance objectives under typical commercial deployment usage scenarios

For the hypothetical reference path it is considered the typical delay and jitter values for Core Routers (CR), Border Routers (BR) and Edge Routers (ER) used in ITU recommendation Y.1541 [129] (revised in December 2011), as depicted in Table 9.

Table 5-4: Examples of typical delay contribution by router role (as in ITU recommendation Y.1541)

<table>
<thead>
<tr>
<th>Type of device</th>
<th>Average total delay (sum of queueing &amp; processing)</th>
<th>Delay variation (jitter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core Router</td>
<td>2ms</td>
<td>3ms</td>
</tr>
<tr>
<td>Border Router*</td>
<td>3ms</td>
<td>3ms</td>
</tr>
<tr>
<td>Edge Router</td>
<td>10ms</td>
<td>16ms</td>
</tr>
</tbody>
</table>

* in recommendation Y.1541 the Border Router functionality is performed by a Internetworking gateway.
For route lengths greater than 1,200Km (satellite links excluded), the route length calculation as defined in another ITU-T recommendation, G.826 (End-to-end error performance parameters and objectives for international, constant bit-rate digital paths and connections) [130] will be used, which is obtained by multiplying 1.25 by the air distance between the source (location where the Super-peer is located) and the destination (location where the service customer resides):

\[ R = 1.25 \times \text{air distance \ (in Km)} \], where \( R \) is the route length.

Table 5-5 gives the results for three hypothetical references taken from Figure 4-6, in terms of number and type of routers, distance, and contribution of all these components to IPTD and IPDV - please note that IPDV values assume the worst case addition of each node and therefore are pessimistic.

<table>
<thead>
<tr>
<th>Munich, DE → Lisbon, PT</th>
<th>London, UK → Lisbon, PT</th>
<th>Patras, GR → Lisbon, PT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value</strong></td>
<td><strong>Avg. IPTD</strong> (ms)</td>
<td><strong>Max. IPDV</strong> (ms)</td>
</tr>
<tr>
<td>Air distance (Km)</td>
<td>2010</td>
<td>1610</td>
</tr>
<tr>
<td>R - Route length (Km)</td>
<td>2513</td>
<td>13</td>
</tr>
<tr>
<td>Insertion time(^1)</td>
<td>&lt;0ms</td>
<td>---</td>
</tr>
<tr>
<td>Number of hops(^2)</td>
<td>12</td>
<td>---</td>
</tr>
<tr>
<td>Number of Core Routers</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Number of Border Routers(^3)</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Number of Edge Routers</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Last hop (customer installation)(^4)</td>
<td>&lt;0ms</td>
<td>---</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>44</strong></td>
<td><strong>62</strong></td>
</tr>
</tbody>
</table>

\(^1\) the amount of time a IP packet takes to be transmitted on the wire (also known as serialization time). The access network (customer connection to the Internet) is assumed to be at least 10Mbps (minimum requirements to have full resolution stereoscopic view) and packets to have 1200 bytes;

\(^2\) the number of hops is taken from real executed traceroutes (as explained in Chapter 4.1);

\(^3\) the number of Border Routers is extracted from the abovementioned traceroutes;

\(^4\) as observed in Figure 5-5, Figure 5-6 and Figure 5-7, the impact of last hop is negligible.

Using the provided hypothetical reference paths as examples of real-case deployment scenarios, the values show that existing QoS rules can support the proposed over-the-top service for a subset of ISP customers located on non-modified ISPs. Nevertheless for more stringent values for the IPDV on longer hypothetical reference paths, additional service-level agreements (SLAs) need to be established.
5.6 Conclusions

Independent evaluation has shown that none of the test conditions had led to a perceptually annoying impairment, the three network conditions (Table 5-1) that were triggered had negligible impact on the perceptual 3D video quality. This validates the algorithms and performance of the P2P components. It was shown that network dynamics caused by events such as peer arrivals, or appearance of better parents, could be easily and quickly adapted by the proposed solution.

Analytical analysis has also shown the delay and jitter (IPDV) applicable to the proposed architecture (worst case conditions) is comfortably within the margins defined by ITU to support digital video services delivered over broadband IP networks. One remaining important factor that needs to be taken in consideration is the available bandwidth for Internet consumers. In the full system proposed approach, there will be a total of 14 different IP video streams. The views differentiate according to their content (base layer, quality enhancement layer, colour, depth and description). A rough estimate of the required bandwidth that includes all these IP streams leads to data rates of about 56 Mbps for the downstream and 20 Mbps for the upstream (parent peers feeding an average of 5 children). In laboratory environment, the provisioning of such data rates is not a problem but in today’s access networks, the limitations of bandwidth are still an obstacle for testing the proposed concept on an international scale. It can be expected that the ‘Future Internet’ will be able to provide these resources but the key question is when this is likely to happen. Starting from this question, a brief analysis was carried out to establish the current situation and extrapolate the current trend into the future access rates. Akamai’s state-of-the-Internet website [132] and reports were used to obtain average connection speeds (including average peak rates) for most European countries, as depicted in Table 5-6. It was also possible to obtain the trend in both the connection speeds and Internet connections capable of supporting 15 Mbps or more. The analysis shows that a sufficient number of users currently have an Internet connection capable of supporting some level of the intended services.

Table 5-6: Average connection and speed in Europe (Q3’15) (source Akamai [132])

<table>
<thead>
<tr>
<th>Country</th>
<th>Avg. connection speed (Mbps)</th>
<th>Avg. peak speed (Mbps)</th>
<th>Country</th>
<th>Avg. connection speed (Mbps)</th>
<th>Avg. peak speed (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sweden</td>
<td>16.1</td>
<td>62.8</td>
<td>Austria</td>
<td>10.9</td>
<td>43.5</td>
</tr>
<tr>
<td>Switzerland</td>
<td>15.6</td>
<td>59.4</td>
<td>Germany</td>
<td>10.7</td>
<td>46.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>15.2</td>
<td>60.9</td>
<td>Portugal</td>
<td>10.4</td>
<td>48.2</td>
</tr>
<tr>
<td>Norway</td>
<td>14.3</td>
<td>50.0</td>
<td>Slovakia</td>
<td>10.3</td>
<td>44.0</td>
</tr>
<tr>
<td>Finland</td>
<td>14.0</td>
<td>53.2</td>
<td>Hungary</td>
<td>10.0</td>
<td>51.7</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>13.9</td>
<td>48.7</td>
<td>Poland</td>
<td>10.0</td>
<td>43.5</td>
</tr>
<tr>
<td>Denmark</td>
<td>12.9</td>
<td>48.1</td>
<td>Spain</td>
<td>9.7</td>
<td>47.4</td>
</tr>
<tr>
<td>Romania</td>
<td>12.8</td>
<td>72.1</td>
<td>Russia</td>
<td>9.6</td>
<td>54.2</td>
</tr>
<tr>
<td>Belgium</td>
<td>12.4</td>
<td>57.3</td>
<td>France</td>
<td>7.9</td>
<td>37.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>11.8</td>
<td>50.9</td>
<td>Italy</td>
<td>6.4</td>
<td>30.2</td>
</tr>
<tr>
<td>Ireland</td>
<td>11.0</td>
<td>46.4</td>
<td>Turkey</td>
<td>6.3</td>
<td>37.5</td>
</tr>
</tbody>
</table>
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Figure 5-9: Average Internet connection speed in Europe (source Akamai [132])

Figure 5-10: Average peak Internet connection speed in Europe (source Akamai [132])

Figure 5-11: Percentage of clients with at least 15Mbps access to the Internet (source Akamai [132])

The data rates that are supposed to be necessary to support the full service (all 15 IP streams with 56Mbps/20Mbps) could, in this scenario, be expected to become available in the next two or three years, provided that other variables do not change. These other variables would include the video coding standard for which H.264 was used. It can be expected, that the HEVC standard (H.265) would result in data rates about 50% lower than those required for H.264.
Chapter 6

6 Conclusions

6.1 Main Findings

Major challenges for service providers lie ahead, especially in what regards the efficient use of their network resources. IP multicast technology may have its opportunity to finally be deployed in large scale. Meanwhile the top sites on the Internet continue to use unicast client-server approach, which is known to be inefficient when distributing large volumes of the same data to multiple recipients. However, it is not possible to predict with any certainty how the Internet will mature - it is unclear what would be the globally adopted solution in the next years.

With this in mind this thesis is proposing a new architecture for multiview real-time media distribution over a next generation network. It creates a new concept of multihoming PA-CDNs delivering content from both television broadcast services, through DVB-T2, and the Internet. It also introduces the concept of IP-multicast-to-IP-unicast replicator in a novel approach for geographically contained hybrid client-server/P2P distribution network, retaining the desirable properties of each while improving both. Furthermore, the proposed architecture unleashes the power of IP multicast at the ISP core network together with a new P2P overlay construction algorithm for the use of multiple application layer multicast trees at network access level. When compared to pure client-server or P2P distribution scenarios, the proposed approach is able to effectively distribute the load among most participating nodes, avoiding inter-ISP (unwanted) traffic, while respecting individual node bandwidth constraints and achieving a fast insertion and tree reconstruction time. The use of multiple distribution trees differs from many other approaches, and enables a fair share among participating peers – proportional to their rank - being the only exception the leaf peers. Leaf (child) peers are considered the lowest rank peers and in most situations their participation on the distribution of content is therefore minimized – mobile terminals are provided as a good example of leaf peers since they have considerable restrictions in their download/upload capacity, traffic quotas, and battery.

When compared to the well-known CoopNet [68][69] and SplitStream [63], the proposed architecture uses of a more complete rank methodology, which allows a better adaptation to the heterogeneity of P2P networks, considers different trees to distribute different content and also different is the approach to provide resilience to peer failures - backup links are calculated offline.
- and selective updates are made upon peer failure. The approach also allows each peer’s upload rate to be controlled, contrary to CoopNet (and many other proposals), and proposes a hybrid centralized/decentralized approach, contrary to SplitStream which uses a pure decentralized approach. These characteristics better enable content administration and searching functions, while also allowing a faster tree update mechanism.

In addition, this thesis also describes IRACS, a novel QoS control architecture, capable of obtaining real-time knowledge of link’s resources and providing QoS adaptation in a timely manner. IRACS further improves existing QoS resource over-provisioning techniques, by lowering the signalling overhead whilst still differentiating classes of service. In particular, the proposed architecture attempts to ensure that each connected session will receive at the ISP core network, a minimum guarantee of its desired QoS in terms of bandwidth and delay. On one hand, this is important to reduce synchronisation design complexity and buffering requirements on end-users’ devices while the perceived quality of live multimedia content can be improved in heterogeneous networks. On the other hand, the use of efficient resource over-provisioning allows scalability since per-flow QoS reservation control overhead can be avoided without incurring waste of resources.

Individual component validation performed in Chapter 4 and independent evaluation performed by an external panel of subjects in Chapter 5, has validated the concept of the proposed architecture. Furthermore, it is demonstrated in Chapter 4.2 that the current Internet (as is) is capable of supporting an over-the-top solution for the provision of the multiview real-time media.

### 6.2 Future Work

The following are topics of interest that could be studied in order to further enhance the proposed architecture for multiview real-time media distribution:

- Instead of considering the deployment of Super-peers in the ISP’s dedicated Services Network, a multiview service provider could choose to use cloud services for deploying the Main Server/Super-peer. Cloud services enables globally distributed services, quickly deployment, easy management and optimized computing infrastructure. The use of cloud services would have the potential to facilitate service replication across multiple globally distributed instances allowing the services to move closer to consumers. It could also improve service fault tolerance. One important factor is that in some geographical regions the cloud provider would need to be selected based on proximity and/or SLA agreements with ISPs on the intended geographical coverage.

- To use of software defining network (SDN) potentiated by network functions virtualization (NFV). NFV is an enabler of dynamic service provisioning. By replacing
some multiview service elements with virtual network functions, new functions can be added or improved just by updating a software image, rather than waiting for a vendor to develop or manufacture a dedicated appliance. If integrated with SDN, service providers can express and enforce application traffic management policies and application delivery constraints at the required level of granularity.

- One such example of SDN/NFV applicability is to move the Topology Builder and Multicast Tree Manager functionalities, as described in Chapters 3.2.1.1 and 3.2.1.2, to the Edge Routers. Providing these routers will have enough resources, it is possible to improve the performance of the system. Each access network will then be a fully self-contained distribution system and all the P2P signalling would be dealt by the ER. This approach creates a distributed PA-CDN where each ER acts as a proxy for its access networks. This principle is also applicable to the Border Routers that interface with non-compliant ISPs.

- To further validate IRACS as a highly scalable QoS overprovisioning solution:
  - By studying its resilience in dynamic scenarios with links and nodes failures;
  - By studying its performance with dynamic control of the weights of classes;
  - By implementing IRACS in a real testbed. This will include the embedding of the Resource Controller module into an existing open source router image, such as VyOS;
  - By exploiting header compression in its signalling messages to further reduce its overhead.

- To extend the QoS mechanisms to the ISP access network. With the network equipment virtualization, the typical residential gateway (typically a layer 3 device) is being replaced by a layer 2 device (e.g., ONT). Network functionalities, such as QoS control and firewall configuration would be the responsibility of a virtualized broadband access server, running at the ISPs edge router. This will allow the ISP to easy deploy firewall or QoS rules based on the customer traffic.

- To improve the P2P Receiver&Forwarder behaviour by making it perform cut-through switching of chunks, instead of store-and-forward. This will allow to significantly optimize the delay per forwarding peer, reducing the cumulative delay for peers at the bottom of a particular distribution tree.

- To provide a solution for social watching - consumers in a specific group should be able to watch the content at the same time. Distributing the content through an IP network (multicast plus P2P) means different users will get the video streams at slightly different times. Some contents, such as a football game is best experienced by a group of people if viewed at the same time. Research on how to optimize the buffering delay in order to
achieve synchronization amongst multiple peers would be a nice add-on to the proposed architecture.
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Annex 1 - CPU Hierarchy

This Annex provides the table with the CPU rankings used for the calculation of the peer stability, a metric described in Chapter 3.2.3. The table groups CPUs with roughly similar gaming performance into tiers based on the average performance each CPU achieved in the reference site tom's Hardware (http://www.tomshardware.com/).

<table>
<thead>
<tr>
<th>Value</th>
<th>Intel</th>
<th>AMD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Core i5-6600K, -6600, -6500, -5675C, -4690K, 4670K, -4590, -4670, -4570, -4460, -4440, -4430, -3570K, -3570, -3550</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Core i7-2600, -2600K, -2700K, -965, -975 Extreme, -980X Extreme, -990X Extreme</td>
<td>FX-9590, 9370, 8370, 8350, 8320, 8300, 8150</td>
</tr>
<tr>
<td></td>
<td>Core i5-3470, -3450P, -3450, -3350P, -3330, 2550K, -2500, -2450P, -2400, -2380P, -2320, -2310, -2300</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Core i7-980, -970, -960</td>
<td>FX-6350, 4350</td>
</tr>
<tr>
<td></td>
<td>Core i7-870, -875K</td>
<td>Phenom II X6 1100T BE, 1090T BE</td>
</tr>
<tr>
<td></td>
<td>Core i3-4370, -4360, -4350, -4340, -4170, -4160, -4150, -4130, -3250, -3245, -3240, -3225, -3220, -3210, -2100, -2105, -2120, -2125, -2130</td>
<td>Phenom II X4 Black Edition 980, 975</td>
</tr>
<tr>
<td>5</td>
<td>Core i7-860, -920, -930, -940, -950</td>
<td>FX-8120, 8320c, 8370c, 6200, 6300, 4170, 4300</td>
</tr>
<tr>
<td></td>
<td>Core i5-3220T, -750, -760, -2405S, -2400S</td>
<td>Phenom II X6 1075T</td>
</tr>
<tr>
<td></td>
<td>Core 2 Extreme QX9775, QX9770, QX9650</td>
<td>Phenom II X4 Black Edition 970, 965, 955</td>
</tr>
<tr>
<td></td>
<td>Core 2 Quad Q9650</td>
<td>A10-6800K, 6790K, 6700, 5800X, -5700, -7700K, -7800, -7850K, 7870K</td>
</tr>
<tr>
<td></td>
<td>Core 2 Extreme QX6850, QX6800</td>
<td>A8-3850, -3870K, -5600K, 6600K, -7600, -7650K</td>
</tr>
<tr>
<td>4</td>
<td>Core 2 Quad Q9550, Q9450, Q9400</td>
<td>Athlon X4 651K, 645, 641, 640, 740, 750K, 860K</td>
</tr>
<tr>
<td></td>
<td>Core i5-650, -655K, -660, -661, -670, -680</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Core i3-2100T, -2120T</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Core 2 Extreme QX6700</td>
<td>FX-6100, -4100, -4130</td>
</tr>
<tr>
<td></td>
<td>Core 2 Quad Q6700, Q9300, Q8400, Q6600, Q8300</td>
<td>Phenom II X6 1055T, 1045T</td>
</tr>
<tr>
<td></td>
<td>Core 2 Duo E8600, E8500, E8400, E7600</td>
<td>Phenom II X4 945, 940, 920</td>
</tr>
<tr>
<td></td>
<td>Core i3-530, -540, -550</td>
<td>Phenom II X3 Black Edition 720, 740</td>
</tr>
<tr>
<td></td>
<td>Athlon II X4 635, 630</td>
<td>A6-3650, -3670K, -7400K</td>
</tr>
<tr>
<td></td>
<td>Athlon II X4 620, 631</td>
<td>Athlon II X3 460</td>
</tr>
<tr>
<td></td>
<td>Athlon II X3 460</td>
<td></td>
</tr>
</tbody>
</table>
| 2 | Core 2 Extreme X6800  
    Core 2 Quad Q8200  
    Core 2 Duo E8300, E8200, E8190, E7500, E7400, E6850, E6750  
    Pentium G620  
    Celeron G1630, G1620, G1610, G555, G550, G540, G530 | Phenom II X4 905e, 805  
Phenom II X3 710, 705e  
Phenom II X2 565 BE, 560 BE, 555 BE, 550 BE, 545  
Phenom X4 9950  
Athlon II X3 455, 450, 445, 440, 435, 425 |
| 1 | Core 2 Duo E7200, E6550, E7300, E6540, E6700  
    Pentium Dual-Core E5700, E5800, E6300, E6500, E6600, E6700  
    Pentium G9650 | Phenom X4 9850, 9750, 9650, 9600  
Phenom X3 8850, 8750  
Athlon II X2 265, 260, 255, 370K  
A6-5500K  
A4-7300, 6400K, 6300, 5400K, 5300, 4400, 4000, 3400, 3300  
Athlon 64 X2 6400+ |