Abstract—A novel quaternion-valued singular spectrum analysis (SSA) is introduced for multichannel analysis of electroencephalogram (EEG). The analysis of EEG typically requires the decomposition of data channels into meaningful components despite the notoriously noisy nature of EEG - which is the aim of SSA. However, the singular value decomposition involved in SSA implies the strict orthogonality of the decomposed components, which may not reflect accurately the sources which exhibit similar neural activities. To allow for the modelling of such co-channel coupling, the quaternion domain is considered for the first time to formulate the SSA using the augmented statistics. As an application, we demonstrate how the augmented quaternion-valued SSA (AQSSA) can be used to extract the sources, even at a signal-to-noise ratio as low as -10 dB. To illustrate the usefulness of our quaternion-valued SSA in a rehabilitation setting, we employ the proposed SSA for sleep analysis to extract statistical descriptors for five-stage classification (Awake, N1, N2, N3 and REM). The level of agreement using these descriptors was 74% as quantified by the Cohen’s kappa.
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I. INTRODUCTION

In nature, observed signals are often mixtures of several sources corrupted by background noise. A common problem in neural system analysis, is therefore to recover the underlying components before any neurophysiologically meaningful information can be deduced from the electroencephalogram (EEG). Examples include extraction of P300 components in event related potential analysis, and estimation of brain rhythms for sleep analysis [1].

In the context of biomedical applications, singular spectrum analysis (SSA) has recently been introduced as a powerful model-free method for analysing real-valued data. SSA decomposes a signal into a number of interpretable components with different subspaces, such as trend, periodic, quasi-periodic and noise components [2], [3]. Unlike principal component analysis (PCA) where the number of subspaces is limited, the subspaces in SSA can be adjusted by varying the so-called parameter 'embedding dimension'.

Recently, SSA has been considered to solve several biomedical problems such as separation of EMG and ECG [4] and restoration of lung sound from heart sound [5]. In terms of rehabilitation applications, SSA has been used to remove background biological processes so that the analysis of the movement responses in functional near-infrared spectroscopy (FNIRS) can be measured more accurately [6]. The challenging task in that particular application was to exploit the spectral overlap between the background activities and the movement related sources, illustrating the key advantage of SSA over traditional time-frequency and filtering methods. Another rehabilitation application of SSA has been the assessment of movement disabilities; SSA provided a way to measure the quality of a patient’s upper limb movements [7]. More recently, the enhanced estimation of the brain rhythm alpha and delta by SSA enabled the accurate detection of two stages of sleep [8]. These applications illustrate the usefulness of SSA in biomedical and rehabilitation applications.

To date, SSA-based source extraction techniques are restricted to real-valued processing. However, the advances in multidimensional sensor technologies have highlighted the need for signal processing algorithms in complex and quaternion domain due to their great potential for modelling of two-dimensional (2-D) and 4-D data [9]. For instance, the complex-valued SSA enabled the detection of event related potential (ERP) components for the classification of schizophrenic patients [10] and improved forecasting of bivariate signals [11]. In the same spirit, the established common spatial pattern was recently introduced in the complex domain to model the correlation in EEG processing to classify motor imagery tasks [12]. As it is known that the constituent narrow-band EEG components originate from different brain zones [13], [14], two-channel processing offered by complex-valued techniques will be inadequate to model the correlation between these multiple processes. Instead, we consider the quaternion domain which generalises the complex domain to four dimensions to account for the multi-channel correlation.

To this end, we propose to exploit the latest advances in quaternion statistics to access the second order co-channels information [15] and quaternion singular value decomposition (SVD) to perform multi-dimensional decomposition [16]. This will allow us to formulate the quaternion-valued SSA in a rigorous way. Indeed, modelling based on quaternion augmented statistics have been successfully deployed in real-world applications such as wind forecasting [17] and extraction of ocular artefacts [9] and other applications [18]. We introduce the augmented quaternion SSA (AQSSA) and illustrate how it can solve the under-determined source extraction problem even when the number of sources exceeds the number of
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electrodes. Moreover, it performs well even at a signal-to-noise ratio (SNR) less than -5 dB.

To evaluate the performance of the proposed method for EEG analysis, motivated by the success of our previous method [8], we consider sleep analysis as the application of interest. In the context of sleep analysis, SSA has recently been used to detect the transition between the two stages of sleep [8]. However, in contrast to [8], we consider five-stage classification. The basis for sleep EEG analysis lies in the estimation of the brain rhythms such as delta (less than 4 Hz), theta (4-7 Hz), alpha (8-12 Hz), sigma (11-16 Hz), and beta (16-30 Hz) from the EEG, that exhibit different characteristics in various stages of sleep, especially in the context of non-rapid eye movement (NREM) [1], [19]. NREM sleep is divided into three stages, namely N1, N2, and N3. Stage N1 is the drowsiness stage that is considered as a transition stage from awake (W) to asleep. In this stage, the alpha rhythm is attenuated and replaced by low amplitude waves, predominantly 4-7 Hz or theta, for more than 50% of the epochs. Next stage or Stage N2 is characterised by the occurrence of sleep spindles1 or K complexes. Stage N2 might lead to Stage N3 which consists of slow wave activities (0.5-2 Hz or lower delta) measured frontally in adults [20]. The spindles may exist in this stage, however, as the sleep deepens the spindles’ rate decreases [1]. Using these characteristics, we illustrate that quaternion SSA can be used to estimate five brain rhythms to track the NREM and REM states of sleep.

The paper is structured as follows: in Section II and III, a brief background on SSA algorithm and statistics of the quaternion domain are explained. Then, augmented quaternion SSA is introduced in Section IV, followed by the proposed supervised reconstruction methods. The results of applying the proposed methods to both synthetic and real data are shown in Section VI-VII and finally, Section VIII concludes the paper.

II. SINGULAR SPECTRUM ANALYSIS

SSA is a subspace decomposition algorithm that represents the original signal as a sum of components which can be identified as a trend, periodic or quasi-periodic component and noise. To achieve this, SSA algorithm is computed in two main stages which are described as follows [3].

A. Decomposition

The decomposition stage involves an embedding procedure followed by SVD of the covariance of the embedded data. For this purpose, the original signal \( \mathbf{x} = [x_1, \ldots, x_N] \in \mathbb{R}^{1 \times N} \) is mapped to the trajectory matrix \( \mathbf{W} \in \mathbb{R}^{L \times K} \) where its first column is a segment of the original signal and its second column is the one-step lagged version of the first column; see Equation (1). The parameter \( L \) is defined as the window length where \( 1 < L < N \) and \( K = N - L + 1 \) where \( N \) is length of the original signal. \( L \) should be adequately long to account for the information about data variation. Observe that \( \mathbf{W} \) is a Hankel matrix in which the elements along the cross-diagonals are equal.

\[
\mathbf{x} = [x_1, \ldots, x_N] \quad \mathbf{W} = \begin{bmatrix} x_1 & x_2 & x_3 & \cdots & x_K \\ x_2 & x_3 & x_4 & \cdots & x_{K+1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ x_{L} & x_{L+1} & x_{L+2} & \cdots & x_{N} \end{bmatrix} \in \mathbb{R}^{L \times k} (1)
\]

The trajectory matrix \( \mathbf{W} \) is then represented in terms of its eigenvectors and singular values which are obtained from the SVD of the covariance matrix \( E\{\mathbf{WW}^T\} = \mathbf{U} \Lambda \mathbf{V}^T \), such that

\[
\mathbf{W} = \mathbf{U} \Lambda^{1/2} \mathbf{V}^T \quad \mathbf{W}_j = \sum_{j=1}^r \sqrt{\lambda_j} \mathbf{u}_j \mathbf{v}_j^T (2)
\]

Observe that \( \sqrt{\lambda_j} \) are the singular values of matrix \( \mathbf{W} \) in decreasing order (\( \lambda_1 > \lambda_2 > \ldots > \lambda_L \)) and \( \mathbf{u}_j \) and \( \mathbf{v}_j \) are the left and right \( j \)-th eigenvectors. The parameter \( r = \max\{j : \lambda_j > 0\} \) restricts the eigenvalues corresponding to the dominant components. The set \( (\lambda_j, \mathbf{u}_j, \mathbf{v}_j) \) is called \( j \)-th eigentriples of matrix \( \mathbf{W} \) and \( \mathbf{W}_j \) is defined as the elementary matrix, i.e. \( \mathbf{W}_j = \sqrt{\lambda_j} \mathbf{u}_j \mathbf{v}_j^T \).

B. Reconstruction

This stage reconstructs the signal from the elementary matrices, while mitigating the effect of noise. In the first part, the elementary matrices \( \mathbf{W}_j \) are divided into a number of groups and each group \( g \) is represented by a corresponding matrix \( \mathbf{W}_g \) which is the sum of elementary matrices within subset \( S_g \):

\[
\mathbf{W}_g = \sum_{j \in S_g} \mathbf{W}_j \in \mathbb{R}^{L \times K} (3)
\]

Grouping of the elementary matrices is based on prior knowledge about the signal of interest. For example, for smoothing of the data, \( \mathbf{W}_j \) are divided into two groups which represent the dominant and noise subspaces; the noise subspace is ignored for reconstruction. Another example is when extracting the main trend and periodic components of the signal, the selected eigentriples correspond to the highest eigenvalue and paired eigenvalues respectively. Thus, in the second step of reconstruction a desired subset is selected and subseries \( \hat{\mathbf{x}} \) is achieved by Hankelization algorithm, which computes the average along cross-diagonals of matrix \( \mathbf{W}_g \). In other words, if \( \hat{w}_{ij} \) refers to an entry of the matrix \( \mathbf{W}_g \), \( n \)-th term of the reconstructed signal \( \hat{x}_n \) is calculated by averaging \( \hat{w}_{ij} \) along all \( i,j \) such that \( i + j = n + 1 \) [3]:

\[
\hat{x}_1 = \hat{w}_{11} \\
\hat{x}_2 = (\hat{w}_{12} + \hat{w}_{21})/2 \\
\hat{x}_3 = (\hat{w}_{13} + \hat{w}_{22} + \hat{w}_{31})/3 \\
\vdots
\]

(4)

1Sleep spindles are oscillations in the sigma range (11-16 Hz) which last for short duration 0.5-2 seconds.
III. QUATERNION

A. Quaternion algebra

A quaternion vector \( \mathbf{x} \) comprises of a real (scalar) part \( \Re\{\mathbf{x}\} \) and vector part (also called pure quaternion) \( \Im\{\mathbf{x}\} \) which consists of three imaginary components:

\[
\mathbf{x} = \Re\{\mathbf{x}\} + \Im\{\mathbf{x}\} = \Re\{\mathbf{x}\} + i\mathbf{y} + j\mathbf{z} + k\mathbf{w}
\]

Note that the imaginary units \( i, j, k \) are orthogonal unit vectors for which:

\[
i^2 = j^2 = k^2 = -1, \quad ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j
\]

(6)

The above identities demonstrate the noncommutative property of quaternion products where \( x_1x_2 \neq x_2x_1 \). Another important notion for quaternion domain \( \mathbb{H} \) is the so-called “quaternion involution” which defines a self-inverse mapping. All three involutions about the \( i, j \) and \( k \) imaginary unit axes are given by [15]:

\[
\begin{align*}
\mathbf{x}^i &= -ixi + x_1 + jx_2 - kx_3, \\
\mathbf{x}^j &= -jxj + x_0 - ix_1 + kx_2, \\
\mathbf{x}^k &= -kxk + x_0 + ix_1 - jx_2
\end{align*}
\]

(7)

which form the bases for augmented quaternion statistics. Note that involution illustrates a rotation along a single unit axis, while the quaternion conjugate operator \( (\cdot)^* \) rotates along all three imaginary axes:

\[
\mathbf{x}^* = \Re\{\mathbf{x}\} - \Im\{\mathbf{x}\} = x_0 - ix_1 - jx_2 - kx_3
\]

(8)

The relationship between a quaternion vector and its involutions is given by:

\[
\mathbf{x}^* = \frac{1}{2} [\mathbf{x}^i + \mathbf{x}^j + \mathbf{x}^k - \mathbf{x}]
\]

(9)

Observe that as long as four of the five vectors in (9) are known, the fifth vector can be computed.

B. Augmented statistics

To exploit the power difference or the correlation between the data channels, it is necessary to make use of widely linear modelling of signals. For this purpose “augmented” statistics have been established to incorporate the complementary covariance matrices and exploit the complete second-order information.

In complex domain, real and imaginary parts of a complex number \( z = z_0 + iz_1 \) can be calculated as \( z_0 = \frac{1}{2}(z + z^*) \) and \( z_1 = \frac{1}{2i}(z - z^*) \). These two examples highlight the necessity to consider both \( z \) and \( z^* \), paving the way for augmented complex statistics, where a basis vector is augmented by its conjugate variables as \( z^* = [z, z^T]^T \in \mathbb{C} \) [15]. Thus, the augmented covariance matrix \( C^a \) can be computed as:

\[
C^a = z^*z^{aH} = \begin{bmatrix} zz^H & zz^T \\ (zz^T)^* & (zz^{H*})^* \end{bmatrix}
\]

(10)

Note that the Hermitian operator \( (\cdot)^H \) refers to transpose conjugate operation. Since \( C^a \) includes both covariance and pseudo-covariance, it takes into account the complete second-order information in the complex-valued data. However, in quaternion domain such convenient manipulation is not possible. The correspondence between the elements of a quaternion variable in \( \mathbb{H} \) and the elements of a quadrivariate vector in \( \mathbb{R}^4 \) can be obtained by [15]:

\[
\begin{align*}
x_a &= \frac{1}{2}(x + x^*), \\
x_b &= \frac{1}{2i}(x - x^*) \\
x_c &= \frac{1}{2}(x - x^*) \\
x_d &= \frac{1}{2}(x + x^*)
\end{align*}
\]

(11)

Thus, the quaternion statistics should include all quaternion involutions \( x^i, x^j, \) and \( x^k \) to access to the complete second order statistical information. This way, the augmented quaternion vector \( x^a = [x^T, x^1T, x^2T, x^3T]^T \) is defined and used to compute the augmented covariance matrix \( C_q^a \):

\[
C_q^a = E\{x^a x^aH^T\} = \begin{bmatrix} C_{xx} & C_{x^i} & C_{x^j} & C_{x^k} \\ C_{x^iH} & C_{x^i x^i} & C_{x^i x^j} & C_{x^i x^k} \\ C_{x^jH} & C_{x^j x^i} & C_{x^j x^j} & C_{x^j x^k} \\ C_{x^kH} & C_{x^k x^i} & C_{x^k x^j} & C_{x^k x^k} \end{bmatrix}
\]

(12)

in which \( C_{xx} = E\{xx^H\} \) is the standard covariance matrix, whereas the matrices \( C_{x^i}, C_{x^j}, \) and \( C_{x^k} \) are respectively termed \( i-, j-, \) and \( k- \) covariance matrices. These matrices are also called the complementary or pseudo-covariance matrices [15]:

\[
C_{x^a} = E\{x^a x^aH\} = C_{x^a x^a} = E\{x^a x^{aH}\}
\]

(13)

where \( \alpha, \beta \in \{i, j, k\} \)

As \( C_q^a \) considers both covariance and pseudo-covariance matrices, it takes into account the complete second order information in the quaternion-valued data.

IV. AUGMENTED QUATERNION SSA (AQSSA)

The basic quaternion trajectory matrix \( W \in \mathbb{H}^{L \times K} \) is generated via (1). The next step aims at calculating quaternion SVD (QSVD) of the trajectory matrix using its covariance matrix. Unlike real-valued SSA in which the covariance was generated as \( E\{WW^T\} \), for AQSSA the basic trajectory matrix incorporates information augmented by all three involutions (7) to generate the augmented trajectory matrix \( W^a \in \mathbb{H}^{4L \times K} \) as:

\[
W^a = [W^T, W^{iT}, W^{jT}, W^{kT}]^T
\]

(14)

where \( W^{\alpha T} \), \( \alpha \in \{i, j, k\} \), is transpose of the \( \alpha \)-involution operation of the trajectory matrix \( W \). The generated \( W^a \) is then used to compute the new augmented covariance matrix \( C^a \in \mathbb{H}^{4L \times 4L} \):

\[
C^a = E\{W^a W^aH\} = \begin{bmatrix} C_{WW} & C_{W^i} & C_{W^j} & C_{W^k} \\ C_{W^iH} & C_{W^iW^i} & C_{W^iW^j} & C_{W^iW^k} \\ C_{W^jH} & C_{W^jW^i} & C_{W^jW^j} & C_{W^jW^k} \\ C_{W^kH} & C_{W^kW^i} & C_{W^kW^j} & C_{W^kW^k} \end{bmatrix}
\]

(15)

where \( C_{WW} \) is the standard covariance matrix and the matrices \( C_{W^i}, C_{W^j}, \) and \( C_{W^k} \) are the complementary matrices.
Thus, \( C^a \) captures the complete second order information and it is more likely that AQSSA outperforms its basic quaternion-valued SSA (QSSA). The steps of AQSSA are summarised in Algorithm 1.

### V. Supervised Reconstruction

To this point, AQSSA has been used to decompose the four correlated channels simultaneously into several subspaces. In order to employ this method for source extraction, the corresponding subspace of the desired signal should be identified. Similar to the real-valued SSA, one of the main challenges is to find \( S_g \), the group of the eigentriples for reconstructing the component of interest. Thus, it is necessary to develop some techniques for proper subspace grouping [8].

Subspaces are generally characterised by various statistical or physical constraints based on desired properties. In this work we aim to develop an under-determined source extraction method assuming that the sources are narrow-band and their frequencies are within a limited range. To achieve this, two possible approaches are discussed in the following sections:

#### A. Generalisation of our previous work to multi channels

Recently, empirical mode decomposition (EMD) has been used in the reconstruction stage of a tensor-based SSA (TSSA) to accurately select the desired subspace when frequency band of the signal of interest is known [8]. The EMD tensor-based SSA (TSSA-EMD) has been introduced for single channel source separation with the application in sleep scoring [8]. In this work, however, the multivariate EMD (MEMD) [21] is used in the reconstruction stage (3) to inform AQSSA on the optimal grouping subset \( S_g \).

Similar to traditional EMD, MEMD is a time-frequency analysis tool in which the original multivariate signal is represented as a linear combination of intrinsic oscillatory modes, called intrinsic mode functions (IMFs). Since MEMD involves multivariate data, the signal is first projected in different directions to generate multiple envelopes. These envelopes are then averaged to calculate the local mean to yield the IMFs [21]. Since MEMD estimates the number of frequency components within each subspace, it is used to select the subset of the desired signal. For this purpose, a number of IMFs are selected based on some prior criteria, such as the maximum power in the desired frequency band. Then, the following equation is used to automatically group the eigentriples:

\[
J = \| F - UY \Lambda^{1/2}V^H \|
\]

in which \( F \) is the Hankel matrix of the selected IMFs, \( Y \) is a diagonal matrix of adaptive weights and \( J \) is the objective function. This function can be minimised using the gradient descent to obtain \( Y \):

\[
Y^{\text{new}} = Y^{\text{old}} - \eta \nabla_{Y^{\text{old}}}(J)
\]

where \( \eta \) is the step size set empirically and \( \nabla_{Y^{\text{old}}}(J) \) denotes the gradient of the objective function \( J \) with respect to \( Y \) [8]. The structure of AQSSA-MEMD is summarised in Fig. 1.

**Remark#1:** Unlike TSSA-EMD which is a single channel source separation method, the generalised AQSSA-MEMD method can cater for multi-channel processing, typically used in brain computer interface applications.

**Remark#2:** Note that AQSSA-MEMD can extract an arbitrary number of sources from four recorded channels as long as the number of sources is less than \( L \).

**Remark#3:** TSSA-EMD can track the changes of delta and alpha band in sleep analysis [8]. However, AQSSA-MEMD can estimate five frequency ranges of brain rhythms. Thus, the proposed method can provide a more refined extraction of delta, theta, alpha, \textbf{sigma}, and beta bands from the EEGs.
B. A novel multi-channel algorithm

In addition to the novel quaternion algorithm presented in Section V-A, we introduce a second algorithm that circumvents the optimisation step (17), which requires selection of the optimal step size. Indeed, selection of the optimal step size generally involves a lengthy trial and error procedure. To address this shortcoming, we propose a fully data-driven technique called single-element AQSSA (AQSSA-SE) in which the reconstruction stage is supervised using a frequency constraint. Assume that \( x \in \mathbb{H} \) contains four data channels which are obtained from several sources using a random mixing matrix \( A \):

\[
\begin{bmatrix}
  x_a \\
  x_b \\
  x_c \\
  x_d
\end{bmatrix} = As
\]

where \( D \) defines the number of sources. The objective is to implement AQSSA-SE to reconstruct the sources \( \hat{s} \) from \( x \). To this end, the original signal is first represented in the eigen domain with 4L eigentriples sets, see Algorithm 2. In the reconstruction procedure, the eigen domain is divided into two subspaces, i.e. \([1, r] \) and \((r, 4L]\), termed as dominant (lower) and noise (higher) subspaces respectively. To mitigate the effect of noise, the latter subspace is ignored and grouping is only applied to the dominant subspace.

For an automatic grouping, a single set of eigentriples is used at a time to reconstruct a quaternion-valued signal \( x \). Since the sources are considered narrow-band with known frequency ranges, the corresponding eigenvector can be automatically placed in a proper group according to its frequency. These steps are repeated for all the eigentriples in the lower subspace. Note that there are a total number of \( D \) groups, which is the same number as the original sources and each group contains an arbitrary number of components (see Algorithm 2, Reconstruction step). These components are then used to extract a unique source by computing

\[
\hat{s}_d = \sum_{i=1}^{p} \text{sign}(\text{corr}(\hat{x}_m, \hat{x}_i)) \cdot \hat{x}_i
\]

in which the function ‘sign’ represents sign of its input and ‘corr’ measures the correlation between the corresponding inputs. Note that \( d = [1, \ldots, D] \) is the group index, \( p \) is the total number of components in each group and \( \hat{x}_m \) has the maximum power in the corresponding group \( d \). The steps of AQSSA-SE are summarised in Algorithm 2.

Remark#4: Similar to AQSSA-MEMD introduced in Section V-A, the AQSSA-SE method can be applied to 4D data to extract arbitrary number of sources. Thus, it can address an under-determined source separation scenario.

Remark#5: Since the proposed AQSSA-SE method considers the correlation between the data, the accurate ratio of the sources in different channels is preserved in the unmixing matrix. However, it suffers from the scaling problem - the result of extracting and adding the effect of desired source in all the channels using Equation (19).

Algorithm 2 AQSSA-SE algorithm for under-determined BSS

Decomposition

\( x \rightarrow W \rightarrow W^a \in \mathbb{H}^{4L \times K} \rightarrow E \{ W^a W^a H \} \rightarrow (\lambda_j, u_j, v_j) \)

The decomposition stage follows that of the AQSSA technique. For a full mathematical description, see Algorithm 1.

Single-element reconstruction

1. Select \( r = \frac{1}{2} \) to highlight the dominant subspace \([1, r] \).
2. Generate a single elementary matrix \( W^a \approx \sqrt{\lambda_j} u_j v_j^H \) where \( j = [1, \ldots, r] \).
3. Reconstruct the signal \( \hat{x} \in \mathbb{H} \) by Hankelization algorithm, Equation (4).
4. Place \( \hat{x} \) in a proper group according to its frequency.
5. Repeat steps 2-4 for all the eigentriples in the dominant subspace \([1, r] \).

Source extraction

6. Select a component \( \hat{x}_m \) with maximum power in each group.
7. Extract the source: \( \hat{s}_d = \sum_{i=1}^{p} \text{sign}(\text{corr}(\hat{x}_m, \hat{x}_i)) \cdot \hat{x}_i \)
8. Repeat steps 6-7 for all groups \([1, \ldots, D] \).

Remark#6: Furthermore, AQSSA-SE filters out noise and performs source extraction, while AQSSA-MEMD only extracts the sources. It is thus expected that AQSSA-SE provides better estimation of noisy sources.

VI. EXPERIMENTAL RESULTS

In this section, performances of the proposed methods are evaluated using simulated data. First part explains the parameter setting and the evaluation criteria; then, the proposed methods are applied to synthetic data. In order to highlight the advantage of augmented quaternion statistics, AQSSA-SE and AQSSA-MEMD were compared with QSSA-SE and QSSA-MEMD.

A. Simulations

The first experiment was carried out to evaluate the reconstruction accuracy for different levels of white Gaussian noise. To generate the synthetic EEG data, we followed the example of Koles and Soong [22] in which sum of sinusoids were used to simulate EEG to validate their source localization. For this purpose, five narrow-band signals (with frequency ranges, the accurate ratio of the sources in different channels is preserved in the unmixing matrix. However, it suffers from the scaling problem - the result of extracting and adding the effect of desired source in all the channels using Equation (19).

\[
x = As + be
\]
where $e$ is the white Gaussian noise, $b$ determines the noise level, $x$ is the generated input and $s$ is the desired sources to be extracted. In this work, four observed channels were mixture of five sources. These four channels were represented as a single quaternion channel to generate the input of our experiment.

The performance of proposed methods were evaluated by considering normalised RMS error (NRMSE) among the initial source $s_d$ and the corresponding extracted one $\hat{s}_d$. The performance measurement NRMSE was evaluated with regards to the noise free signal as:

$$\text{NRMSE} = \sqrt{\frac{\sum (s_d - \hat{s}_d)^2}{\max(s_d) - \min(s_d)}}$$

(21)

where $\hat{s}_d$ indicates the $d$-th estimated source and $N$ is the data length. Hence, the lower the error, the better the estimate. Moreover, the Pearson correlation level between the desired and the extracted sources was considered as another criterion to assess the performance:

$$\rho = \text{corr}(s_d, \hat{s}_d) = \frac{\sum (s_d - \bar{s}_d)(\hat{s}_d - \bar{\hat{s}}_d)}{\sqrt{\sum (s_d - \bar{s}_d)^2 \sum (\hat{s}_d - \bar{\hat{s}}_d)^2}}$$

(22)

in which $\rho$ represents the correlation between the source and its estimate. Note that $\bar{s}_d$ and $\bar{\hat{s}}_d$ indicate respectively the mean values of $d$-th desired and estimated source.

1) Parameter Settings: The QSSA and AQSSA window length was set to $L = \frac{N}{4}$ in the experiments. The window length is related to 1/bandwidth of the data and it was ensured that $L$ was not less than 2 or 3 times this value to cater for the information about data variation. However, very large values of $L$ were avoided to have low computational complexity. In MEMD-based experiment, 8 to 13 IMFs were generated among which sum of IMFs within the frequency range of interest was used. In SE-based method, the dominant subspace was selected as $r = \frac{L}{4}$. Note that selecting a very small $r$ would ignore the useful information, whereas very large values would increase the effect of noise subspace.

After selecting the appropriate parameters, QSSA-SE, QSSA-MEMD, AQSSA-SE, and AQSSA-MEMD were employed to extract the original sources. Figs. 2 and 3 show the NRMS error and correlation against SNR.

B. Simulation Discussion

The simulation results in Fig. 2 and 3 confirmed that the proposed method was able to extract the desired sources when the number of sources exceeded the number of electrodes. As expected, augmented quaternion methods outperformed the normal quaternion algorithms for separation of narrow-band data. The main reason is that augmented statistics accounted for the correlation between data channels by exploiting both covariance and pseudo-covariance matrices. Using the augmented statistics, less error was observed and there was higher degree of correlation between the extracted and desired sources as shown in Figs. 2 and 3.

Two reconstruction schemes were then considered. The results in Fig. 2 and 3 showed that the single-element reconstruction approach outperformed the MEMD-based methods. It is due to the fact that in the SE-based reconstruction, the noise subspace was removed and the outputs were more similar to the original sources. On the other hand, all the subspaces were considered simultaneously by MEMD. Unlike the SE-based method, MEMD had mode mixing, i.e. similar oscillations in nearby modes. Thus, it was reasonable to expect better performance from AQSSA-SE and this was also confirmed by the simulation results shown in Fig. 4. This figure illustrates the high performance of AQSSA-SE for extraction of sources from the noisy mixtures shown in Fig. 4 (b). Note that the estimated sources had approximately 80% correlation with the original sources, Fig. 4 (a),(c).

VII. APPLICATION TO SLEEP EEG

This section involves AQSSA-SE with application to sleep data. Sleep is a dynamic process during which little response to external stimuli and body movement and alteration in metabolic rate can be observed [1]. Sleep has two distinct states with various neural activity levels; non-rapid eye movement (NREM) and rapid eye movement (REM) sleep. Each state has different neurological and physiological characteristics. Sleep analysis and classification of sleep stages are specifically important for clinical diagnosis of sleep-related phenomena [20]. Furthermore, sleep analysis has been used for automatic detection of drowsiness during driving [23]. To identify the sleep stages, polysomnography (PSG) signals including EEG, EOG and EMG are recorded and labelled by a sleep expert according to the standard rules. The most common sleep scoring guideline is the American Academy of Sleep
The data used in this work is a subset of the EEG data dataset recorded from thirty-six healthy men and women, all of which participated in EEG recording for nine sessions. During each session, PSG measures were recorded at a sampling rate of 256 Hz for a baseline night (BL, 8 hours), seven condition nights, i.e. sleep extension (SE, 10 hours) and sleep restriction (SR, 6 hours), and a recovery night (12 hours) following a period of total sleep deprivation.

To perform sleep classification, the AQSSA-SE method and a wavelet-based approach, which is a common method for analysis of EEG subbands [27], [28], were employed on sleep EEG to extract frequency bands delta, theta, alpha, sigma, and beta. Morlet wavelet transform which was used for comparison in this work, is an established approach for providing high time-frequency resolution in sleep signal analysis especially for detection of sleep abnormalities and spindles [28]. As wavelet works with single channel data, it was applied on four channels (F4-A1, C4-A1, P4-A1, and O2-A1) individually and results were averaged to generate the final output. However, the proposed method considered these four channels simultaneously, see Fig. 5 for the location of these electrodes.

**Remark#7:** According to the AASM manual, the right-sided electrodes are recommended for sleep analysis. Furthermore, it was shown in [29] that delta, theta, and beta bands exhibit right lateralisation during the sleep. Thus, in this work right-sided electrodes were selected to capture all the necessary information.

**Remark#8:** The selected electrodes provided a reasonable coverage of the frontal to posterior brain regions. Thus, it was expected that this method showed clear outputs for all frequency range sources regardless of their locations.

**Remark#9:** A complete automatic sleep scoring system should consider full PSG measures including EEG, EOG and EMG [20], [24]. However, in this work only EEG channels were considered without the assistance of EMG or EOG information to focus on EEG processing.

## A. Subband decomposition and statistical descriptors

EEG data often contains many events, movement related sources, artifacts and noise. Therefore, it is often required to solve a noisy source separation problem, for which we have proposed a quaternion-based method in under-determined source separation settings, described in Section V-B.

1) **Subband decomposition:** In the first step of sleep scoring, the EEG data were decomposed into specific frequency bands. For this purpose, AQSSA-SE and wavelet methods were applied over segments of two seconds (2-s) to decompose
by counting the number of 2-s segments with ‘normalised power’ above a specific threshold. The threshold was selected as 0.3 for delta and theta and 0.5 for alpha and beta. For instance, the density of alpha was calculated as the number of 2-s segments with normalised alpha power above 0.5.

- Density of ‘relative power’ for all subbands.
- Standard deviation and density of the power ratio for discrimination of REM from EEG as established in [25].

To estimate the sleep stages obtained from M-SVM classifier, two smoothing rules [25], [30] were adopted:

- Three consecutive rules to replace REM-N2-REM and REM-W-REM with REM-REM-REM and replace N2-N1-N2 with N2-N2-N2.
- Any REM epoch detected before the appearance of stage N2, was replaced with the wakefulness epoch.

### B. Statistical comparison

Performance of the automated scoring using the AQSSA-SE method was evaluated using the following complementary measures which are the most common criteria used in the literature [25], [30].

**Epoch-by-epoch agreement**: Epoch-by-epoch agreement is defined as the percentage of epochs which are assigned the same stage in the manual and the automated scoring system.

**Cohen’s kappa**: Cohen’s kappa (κ) is a statistical measure which quantifies the inter-rater agreement between two or more scorers. As κ considers the probability of agreement due to chance alone, it is generally known to be more robust than simple percentage agreement [25]. The interpretation of κ is summarized in Table II.

**Sensitivity**: In addition to Cohen’s kappa and epoch-by-epoch agreement, the sensitivity associated with each stage was also calculated. Sensitivity is the ratio of the number of stages which were correctly detected by our proposed method. Sensitivity reflects the performance compared to the current reference.

#### C. Results

To demonstrate the generalisation of the proposed method, the selected EEG channels (F4-A1, C4-A1, P4-A1, and O2-A1) for half of the subjects were used to train M-SVM and the other half of the data were used to test the reconstructed model.

2 Normalisation was performed for an individual subband with respect to its maximum power within a specific epoch.

3 For example, sensitivity of awake in Table III was calculated as...
TABLE III: Confusion matrix for AQSSA-SE method

<table>
<thead>
<tr>
<th></th>
<th>Awake</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>REM</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQSSA-SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awake</td>
<td>222</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45</td>
<td>0.83</td>
</tr>
<tr>
<td>N1</td>
<td>63</td>
<td>63</td>
<td>153</td>
<td>0</td>
<td>144</td>
<td>0.14</td>
</tr>
<tr>
<td>N2</td>
<td>24</td>
<td>42</td>
<td>1431</td>
<td>63</td>
<td>318</td>
<td>0.76</td>
</tr>
<tr>
<td>N3</td>
<td>0</td>
<td>0</td>
<td>252</td>
<td>1125</td>
<td>27</td>
<td>0.80</td>
</tr>
<tr>
<td>REM</td>
<td>6</td>
<td>96</td>
<td>54</td>
<td>0</td>
<td>963</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Average  | 0.68  |

TABLE IV: Sensitivity values of AQSSA-SE, Wavelet-based method and single channel SSA-SE

<table>
<thead>
<tr>
<th></th>
<th>AQSSA-SE</th>
<th>Wavelet</th>
<th>SSA-SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.83</td>
<td>0.80</td>
<td>0.61</td>
</tr>
<tr>
<td>Individual stages</td>
<td>0.14</td>
<td>0.14</td>
<td>0.06</td>
</tr>
<tr>
<td>Awake</td>
<td>0.76</td>
<td>0.60</td>
<td>0.63</td>
</tr>
<tr>
<td>N1</td>
<td>0.80</td>
<td>0.66</td>
<td>0.44</td>
</tr>
<tr>
<td>N2</td>
<td>0.86</td>
<td>0.72</td>
<td>0.84</td>
</tr>
<tr>
<td>N3</td>
<td>0.68</td>
<td>0.58</td>
<td>0.52</td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE V: Epochs agreement and Cohen’s kappa coefficient for AQSSA-SE, Wavelet-based method and single channel SSA-SE

<table>
<thead>
<tr>
<th>Epoch-by-epoch</th>
<th>Cohen’s kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQSSA-SE</td>
<td>0.74</td>
</tr>
<tr>
<td>Manual</td>
<td>0.65 (Substantial agreement)</td>
</tr>
<tr>
<td>Wavelet</td>
<td>0.62</td>
</tr>
<tr>
<td>SSA-SE</td>
<td>0.59</td>
</tr>
<tr>
<td>SSA-SE</td>
<td></td>
</tr>
<tr>
<td>Epochs Awake</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>6.0%</td>
</tr>
<tr>
<td>5100</td>
<td>5.2%</td>
</tr>
<tr>
<td>1.0%</td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>8.1%</td>
</tr>
<tr>
<td>8.5%</td>
<td></td>
</tr>
<tr>
<td>37.3%</td>
<td></td>
</tr>
<tr>
<td>36.8%</td>
<td></td>
</tr>
<tr>
<td>24.9%</td>
<td></td>
</tr>
<tr>
<td>27.5%</td>
<td></td>
</tr>
<tr>
<td>23.7%</td>
<td></td>
</tr>
<tr>
<td>22.0%</td>
<td></td>
</tr>
<tr>
<td>N2</td>
<td>8.5%</td>
</tr>
<tr>
<td>37.3%</td>
<td></td>
</tr>
<tr>
<td>36.8%</td>
<td></td>
</tr>
<tr>
<td>24.9%</td>
<td></td>
</tr>
<tr>
<td>22.0%</td>
<td></td>
</tr>
<tr>
<td>N3</td>
<td></td>
</tr>
<tr>
<td>8.5%</td>
<td></td>
</tr>
<tr>
<td>37.3%</td>
<td></td>
</tr>
<tr>
<td>36.8%</td>
<td></td>
</tr>
<tr>
<td>24.9%</td>
<td></td>
</tr>
<tr>
<td>22.0%</td>
<td></td>
</tr>
<tr>
<td>23.7%</td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
</tr>
<tr>
<td>8.5%</td>
<td></td>
</tr>
<tr>
<td>37.3%</td>
<td></td>
</tr>
<tr>
<td>36.8%</td>
<td></td>
</tr>
<tr>
<td>24.9%</td>
<td></td>
</tr>
<tr>
<td>22.0%</td>
<td></td>
</tr>
<tr>
<td>23.7%</td>
<td></td>
</tr>
</tbody>
</table>

In contrast to our previous work which detected two stages of sleep using only delta and alpha, in this work, our proposed AQSSA-SE can track five subbands delta, theta, alpha, sigma, and beta. Our results demonstrated that the fully automated EEG analysis using our proposed method provided a five-stage scoring system exhibiting 74% agreement with a manually scored standard reference. The AQSSA-SE was more than 0.75 sensitive for detection of wakefulness, N2, N3 and REM stages. Moreover, the kappa coefficient was 65% which indicated substantial level of agreement between manual and automated scorers; while, using the same statistical descriptors, the wavelet-based classification and single channel SSA provided moderate classifications with $\kappa = 51\%$ and $\kappa = 44\%$ respectively. Note that the proposed AQSSA-SE involved an inherent filtering process and this may explain the higher sensitivities of its results. Another advantage of AQSSA-SE over other methods such as wavelet and SSA-SE is that it is multi-dimensional and it can exploit the spatial information and the correlation between the channels to improve the results. Moreover, it is possible to extract higher number of sources from a limited number of electrodes which addresses the under-determined case scenarios.

Most of the automatic sleep scoring methods rely on all PSG information including EEG, EOG and EMG channels. However, in this work we focused on four EEG channels. Since REM identification includes the presence of rapid eye movements and muscle atonia [20] and N1 is a transition stage between wakefulness and asleep, differentiation of REM from wakefulness and N1 is difficult without using any EMG or EOG channel. To overcome this limitation, we have utilised the ratio $\frac{\text{beta}}{\text{delta}}$ as a specific marker for discrimination of REM stage [25]. Thus, the automated scoring provided sensitivities 0.83 and 0.86 for wakefulness and REM respectively, see Table IV. However, the discrimination between N1 and REM
was still challenging due to their similarity in EEG pattern [24] which caused low sensitivity of stage N1, see Table IV.

Remark 10: The aim of this paper is to propose a novel multivariate EEG analytic framework, which can be useful in rehabilitation settings. As an application, we have considered sleep analysis and based our work on the BL nights of healthy subjects only. Extension of this work to a more diverse set of subjects (such as those suffering from apnea) is beyond the scope of our work.

VIII. CONCLUSION

A quaternion extension of SSA has been introduced for the first time to deal with general three- and four-dimensional EEG processing. It has been shown that quaternion SSA has generalised our previous work in single channel processing to multi-channel processing in the context of under-determined source separation. Our previous work [8], however, required an optimisation step (17), which limited the scope on the automatic grouping. Instead, our proposed method AQSSA-SE determines the grouping of the selected elementary matrices in (3) by measuring the correlation between the reconstructed signal and the desired frequency bands. That allowed for all the sleep stages to be detected in an automated way. The robustness of our approach has been demonstrated by the low SNR (down to -10 dB) in synthetic EEG datasets. In the context of sleep EEG, our proposed method was used to determine the statistical descriptors for five-stage sleep classification. The proposed method provided 74% epoch agreement between the automated and manual scoring carried out by the Sleep Centre of University of Surrey. In addition, the proposed method has a great potential to be used in various multivariate biomedical applications, such as BCI or gait analysis for rehabilitation purposes.
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