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Abstract

Computer-aided multiscale modelling (CAMM) may be carried out in three consecutive stages, namely conceptual modelling, model realization, and model execution. Following earlier work on a conceptual modelling tool which aims to support the first stage of CAMM, prototypical tools for realizing conceptual models and for the execution of simulation are developed in this work, with the assumption that a multiscale simulation is to be carried out by means of integrating existing single-scale models. More specifically, the tool that supports model realisation helps modellers generate information required for executing the multiscale model. The model execution stage is in turn supported by a component-based simulation environment. Two different multiscale simulation modes, namely “coordinator driven” and “master tool driven”, are identified and supported separately. Details of the design and implementation of these tools are provided. Two reactor modelling examples are used to validate these tools and to demonstrate their application.
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1. Introduction

Multiscale modelling combines models of different scales of a system in order to obtain an overall model of desired quality or computational efficiency which is difficult to achieve by a single scale model. This modelling paradigm is widely regarded as a promising and powerful tool in various disciplines, including process engineering (Charpentier, 2002, 2009; Braatz et al., 2004; Vlachos, 2005; Lucia, 2010; Jaworski et al., 2011), material science (Karakasidis and Charitidis, 2007; Maroudas, 2000), computational mechanics (Liu et al., 2007; O’Connell and Thompson, 1995), and system biology (Southern et al., 2008), to name a few.

Compared to a single-scale model, multiscale model is usually much more difficult to construct due to a range of conceptual, numerical and software implementation challenges (Yang and Zhao, 2009; Zhao et al., 2012). A number of efforts have been made to address these challenges. One of the notable outcomes is classification of multiscale modelling approaches, schemes or frameworks which define the generic ways how submodels of different scales of a system can be introduced and coupled to form an integral model (Pantelides, 2001; Ingram et al., 2004; Li et al. 2005; Vlachos, 2005). Another category of effort is on the support of integration between specific types of modelling techniques and tools each of which addresses one particular scale of a multiscale system (Bezzo et al., 2004; Kougoulos et al., 2005; Kulikov et al., 2005; Morales-Rodríguez & Gani, 2009).

The software integration aspect of multiscale modelling may be addressed using approaches comparable to those developed previously for the tool integration in (single-scale) modelling and simulation. In this regard, the component-based approach adopted by the process engineering community via the CAPE-OPEN initiative (Braunschweig et al., 2000) is particularly relevant. The result of CAPE-OPEN has been vital for the improvement of openness in commercial process
modelling software, and for the development of open simulation platforms such as CHEOPS (Schopfer et al., 2004). A more recent application of CAPE-OPEN standards is reported by Zitney (2010), where an advanced process engineering software tool, termed a “co-simulator”, has been developed which supports the integration of steady-state process simulation with other multiphysics-based equipment simulations (e.g. CFD) in order to get high-fidelity simulation results for designing and analysing energy systems. In some other areas such as biological systems modelling (e.g. Hetherington et al., 2007; Hunter et al., 2005) and multi-physics modelling (e.g. Smirnov, 2004), there have been similar developments in supporting the combined use of different models and simulation tools. Senin et al. (2003) developed a distributed object modelling environment (DOME), which supports the integration of different modelling tools involved in various aspects or stages of a (mechanical) engineering design project. In the modelling of building systems, coupling strategies between building simulation and CFD were explored towards better predictions of indoor thermal environment (Wang et al., 2009).

Despite the advances in tool integration for modelling and simulation including multiscale modelling, there is still a lack of generic supporting mechanism for realising multiscale simulations based on a tool integration approach. In an ongoing effort which explores the feasibility of developing generic tools for Computer-Aided Multiscale Modelling (CAMM), a methodology has been proposed (Yang and Zhao, 2009; Zhao et al., 2012). This methodology applies a three-stage strategy by which computer based support of various degrees of “automation” is offered to conceptual modelling, model realization, and model execution. Following this methodology, a conceptual modelling tool has been prototyped (Zhao et al., 2012). Termed a conceptual model, the output of the tool is a specification of what scales are involved, how each scale should be modelled
(in terms of components, phenomena, properties, laws and connections among components), and how different scales are connected. A conceptual model may be used as a systematic documentation of a multiscale model. Moreover, the three-stage methodology for CAMM suggests that a conceptual model can be taken as the input to the subsequent modelling stages eventually leading to the successful execution of the intended multiscale simulation.

This present contribution focuses on computer-based support to multiscale model realisation and execution. In the rest of the paper, Section 2 presents the overview of the methodology of CAMM. Sections 3 and 4 address the stages of model realisation and execution respectively by introducing the design and implementation of a set of software tools. In Section 5, two case studies are presented to demonstrate these tools, before concluding remarks are given in Section 6.

2. Overview of the overarching methodology for CAMM

The previously developed methodology for CAMM, mentioned in Section 1, has two important aspects. As the first aspect, a unified, hierarchical framework of conceptualisation is developed and taken as the basis for all CAMM tools, in order to maximise the generality of these tools. This hierarchical conceptualisation consists of (i) a fundamental level which offers a unified theory for general multiscale systems and (ii) a domain-specific level which is on top of the fundamental level to provide domain specific conceptualization. The central idea is to develop CAMM tools solely based on the unified theory as far as possible so that the solutions will be most generic. When applying these tools on specific domains, domain-specific conceptualisation can be taken as explicit input without having to modify the tools themselves. It has been proposed to use ontologies to represent the conceptualisation at these two levels. In particular, a generic ontology for multiscale systems (Zhao et al., 2012; see also Yang and Marquardt, 2009) and an adapted part of OntoCAPE
as a domain ontology for chemical process engineering have been adopted so far for evaluating the methodology. Both ontologies are currently coded using the ontology modelling language OWL (http://www.w3.org/TR/owl-ref/).

The second aspect of the methodology is to apply a three-stage strategy to maximise computer-based support to modellers at different modelling stages. As briefly outlined in Section 1, it is considered that developing a multiscale model generally starts with conceptual modelling through the description of a multiscale system by means of physical concepts. Following this stage, the model realisation and execution stages deal with (i) the realisation of the conceptual model and (ii) the actual execution of model, respectively. As the second stage, model realization is responsible for transforming the conceptual model generated by the conceptual modelling tool into a form which is ready to be executed. One possible approach to model realisation is automatic code generation (Yang et al., 2004). The essence of this approach is that a mathematical model is composed by selecting and customizing elements from a library of basic building blocks according to the conceptual model. This approach would result in a “single” set of equations that can be solved collectively to carry out multiscale simulation. However, the applicability of this approach is limited in that, in contrast to building a model completely from scratch, a more realistic way of multiscale simulation is by the integration of existing modelling tools (e.g. gPROMS, Fluent, Aspen Plus, etc.), each simulating one particular scale of a multiscale system. Figure 1 illustrates the computer-aided multiscale modelling process based on realizing and solving models by the tool-integration approach.
For a particular modelling problem, the conceptual modelling tool takes user input, including a domain ontology, and generates a conceptual model as mentioned above. The conceptual model, in the form of an OWL file, is subsequently taken as the input by the model realization tool to produce a simulation script which is a collection of information required for executing the entire model. The model execution tool in turn runs the simulation by invoking and coordinating the models for individual scales according to the simulation script.

Details of the overarching methodology and the conceptual modelling tool have been reported by Zhao et al. (2012). The present contribution will subsequently focus on the tools for model realisation and execution.

3. Model realization

To support the tool integration based approach to model realization, a simulation script generator (SSG) is developed in this work.

3.1 Design of simulation script generator (SSG)

As shown by Figure 2, the SSG is constructed upon the same ontology for general multiscale systems as used by the conceptual modelling tool developed earlier (Zhao et al., 2012) so that the SSG is able to correctly interpret conceptual models. The objective of SSG is to take a conceptual
model as input, which should have defined the scales to be modelled and inter-scale links (e.g. aggregation and disaggregation of data), and to produce a simulate script that specifies which modelling tool is used for simulating a scale defined in the conceptual model, what software component should be executed to realise a pre-defined inter-scale link, and what is the order of running these tools and components. In the sequel, a modelling tool which is used for simulating a specific scale is referred to as a “scale solver”, a “scale component” or a “single scale tool” depending on the context. A software component that realises an inter-scale link, on the other hand, is referred to as an “inter-scale solver” or an “inter-scale software component”.

Figure 2. Design of the Simulation Script Generator (SSG)

3.1.1 Specification of simulation mode

Two different modes can be distinguished for tool-integration based multiscale simulation, namely the coordinator driven mode and the master tool driven mode as illustrated in Figure 3. Both modes involve a simulation coordinator, which is an important component in the model execution system which is explained in Section 4. In the coordinator driven mode, the coordinator plays a dominant role in the process of model execution while other components, including single-scale tools and inter-scale software components such as aggregators and disaggregators, are driven by the coordinator. The coordinator controls the total length of the simulation duration, the order, timing
and duration (in terms of simulated physical time) of execution of each single-scale tool, as well as
the exchange of data between single-scale tools and inter-scale software components. In the *master
tool driven* mode, one of the single-scale simulation tools is selected as the “master tool” which
controls the simulation process by driving the coordinator in order to obtain data from the tools for
other scales, when and as necessary. With the *master tool driven* mode, the role of the coordinator is
to coordinate the execution of individual tools other than the master tool. For a particular modelling
problem, the SSG allows a user to select one of the two simulation modes depending on whether the
simulation is to be driven by a “master tool” or not. For each of the two simulation modes, the SSG
allows the user to specify respective details. As already indicated above, the details for the former
mode include the total time of the simulation, the order of executing the single-scale tools, as well
as the length of duration for each step of execution of these tools (which is comparable to the time
step size for modular dynamic simulation of process flowsheets, see e.g. Kulikov et al., 2005).
When the latter mode is selected, time specification function is disabled since the simulation process
is controlled by the “master tool”; there is no need for the coordinator to know of the simulation
time. However, the SSG will in this case allow the user to choose which particular scale is to be
solved by the “master tool”.

![Diagram of two modes for tool integration based multiscale simulation](image)

(a) Coordinator-driven mode  (b) Master-tool-driven mode

Figure 3. Two modes for tool integration based multiscale simulation.
3.1.2 Specification of scale/inter-scale software component

This function allows a modeller to specify a modelling software tool for solving each of the scales defined in the conceptual model and also an inter-scale software component (provided by the model execution system which is explained in Section 4) for each instance of the “InterscaleLaw” adopted in the conceptual model (Zhao et al., 2012) which characterises a connection between two different scales.

It should be noted that an inter-scale software component is meant to be generically applicable as opposed to being valid only for a specific simulation case. It implements an inter-scale law as defined in the generic ontology for multiscale modelling (Zhao et al., 2012). A simple example is the “averaging aggregation law”, which mathematically can be represented as:

\[
y = \sum_{i} \frac{x_{i}w_{i}}{\sum_{i} w_{i}}
\]  

(1)

where \(y\) is a property of a higher (i.e. coarser) scale, \(x_{i}\) is a property of part \(i\) of a lower (i.e. finer) scale, \(w_{i}\) is a weighting factor which itself may be also a property of part \(i\) (e.g. volume, mass, etc.).

If this law is adopted in the conceptual model, the user is expected to select a corresponding inter-scale (software) component when the simulation script is composed. At the stage of model execution (to be detailed in Section 4), the tool used there will need to know concretely what physical quantities the variables in Eq.(1) (i.e. \(y, x_{i},\) and \(w_{i}\)) refer to in this particular simulation in order to carry out the rather generic inter-scale operation. Those involved physical quantities will be case-specific. It is proposed to use a configuration file as input to the generic inter-scale software component to customise its operation; examples are provided in Section 5.

A general workflow for generating an executable simulation script of a multiscale system is
schematically shown in Figure 4. Note that the current design assumes the simulation involves only two different scales. This is perhaps the most commonly encountered case in multiscale modelling, although in principle extension can be made to handle more scales. Furthermore, it is considered that the coordinator driven mode most likely applies to an application involving dynamic simulation of each involved scale, whereas in the master tool driven mode the mission of a “slave” scale is to perform (quasi) steady-state simulation to provide the master tool with static quantities (e.g. certain physical properties).

![Workflow for model realization](image)

**Figure 4.** The workflow for model realization.

### 3.2 Implementation of SSG

A prototype of SSG is implemented using Java and the popular ontology processing package Jena (http://jena.sourceforge.net/ontology/). Through its GUI, the SSG presents modellers a scale structure according to the conceptual model. Based on this scale structure, the modeller can select appropriate modelling tools and software components implementing inter-scale links. S/he can also define the global simulation time and simulation step length under the coordinator driven mode.
4. Model execution

Within the three-stage strategy for CAMM, model execution as the third stage is about solving a multiscale model based on the output of the model realization step. As aforementioned in Section 3, there are two approaches to transforming a conceptual model into a form which is ready to be executed, namely automatic code generation and integration of existing tools. For the first case, the model execution stage could be implemented by applying a numerical solver to the mathematical model generated by the model realisation stage. Again, the present work focuses on the second case which in essence leads to a problem of tool integration. In this case, model execution is about executing simulation scripts generated by the model realization tool described in Section 3 to run simulations through the coordinated execution of single-scale modelling tools and inter-scale software components such as aggregators and disaggregators.

4.1 Design of the model execution system (MES)

Dealing with cases where a multiscale model is realised by tool integration, a model execution system (MES) is developed. The overall software design of MES has adopted a component-based approach to integrate software possibly developed by different vendors and even run on different computational platforms. This has been the approach of CAPE-OPEN (Braunschweig et al., 2000) and CHEOPS (Schopfer et al., 2004): A set of standard software interfaces is defined so that tools to be integrated either support the interfaces “natively” or are linked to the MES by wrappers that implement the interfaces. Similarly, standard interfaces are also defined for the “native” components of the MES, namely the coordinator and the inter-scale software components to achieve the interchangibility between different implementation options.

As mentioned in Section 3, two different simulation modes may be specified in a simulation script
to be taken as the input by the MES. Consequently, two different options for model execution are supported as illustrated in Figure 5. Note that although in Figure 5 “coordinator driven model execution” (the dashed box) appears to be part of “master tool driven model execution” (the solid box), these two options actually represent two separate and rather different ways of controlling the simulation process, as explained below.

4.1.1 Coordinator driven model execution

As illustrated by Figure 5 (the dashed box), Coordinator Driven Model Execution (CDME) makes use of a simulation coordinator to connect individual model realization components (including single-scale tools and inter-scale software components) by means of predefined interfaces. To execute a specific simulation run, the simulation coordinator starts with loading the simulation script produced by the aforementioned SSG. The coordinator then calls corresponding components in the predefined order, controls the simulation time for each of the single-scale tools, and carries out the exchange of data between different components until the total simulation time is reached. Note that the connection between “simulation coordinator interface” and “simulation coordinator” shown in Figure 5 does not exist in this case.

![Figure 5. Design of the Model Execution System.](image-url)
4.1.2 Master tool driven model execution

Figure 5 (the solid box) illustrates the structure of Master tool Driven Model Execution (MDME).

Unlike CDME, MDME utilises a simulation coordinator which has a predefined interface through which the “master tool” connects to the coordinator. Since the “master tool” controls the simulation process, the coordinator only manages the data flows among other single-scale tools and the inter-scale software components. Apart from the above difference, the design of MDME is identical to that of CDME.

4.2 Implementation of MES

Like the other CAMM tools developed in this work, the MES is implemented using Java language. CORBA (http://www.corba.org/), a mature technology for developing component-based systems has been adopted to serve as the middleware between the simulation coordinator and individual modelling tools. Figure 6 shows the interface definition for scale components (i.e. those simulating individual scales), inter-scale software components (including aggregator, disaggregator and mereological connector) as well as the simulation coordinator (required by MDME) by CORBA interface definition language (IDL) (http://www.omg.org). The CORBA implementation provided by the Java 2 platform has been used.
module ModelExecutionSystem{
  struct TransportData {
    sequence<string> name;
    sequence<double> value;
  };
  interface Coordinator {
    void setInputData(in TransportData tdata);
    void initialize();
    void compute();
    TransportData getResult();
  };
  interface ScaleSolver {
    void setInputData(in TransportData tdata);
    void setSimulationTime(in double time);
    double getSimulationTime();
    void initialize();
    void compute();
    TransportData getResult();
  };
  interface Aggregator {
    void setInputData(in TransportData tdata);
    void setConfigurationFilePath(in string cpath);
    void initialize();
    void aggregate();
    TransportData getResult();
  };
  interface Disaggregator {
    void setInputData(in TransportData tdata);
    void setConfigurationFilePath(in string cpath);
    void initialize();
    void disaggregate();
    TransportData getResult();
  };
  interface MereologicalConnector {
    void setInputData(in TransportData tdata);
    void setConfigurationFilePath(in string cpath);
    void initialize();
    void mereologicalconnect();
    TransportData getResult();
  };
};

Figure 6. MES Component Interfaces defined using CORBA IDL.

5. Case studies

This section provides two case studies to illustrate the application of the CAMM tools developed in this work, particularly those of model realization and model execution with the two different simulation modes as introduced in Section 3.1.

5.1 Modelling of a homogeneous-heterogeneous reactor

In this example, a homogeneous-heterogeneous chemical reactor model is utilized to demonstrate how to construct and execute a multiscale simulation using the coordinator driven mode.

5.1.1. The modelling problem

This problem has originally been presented by Vlachos (1997) and used recently for illustrating the conceptual modelling tool as part of the three-stage strategy for CAMM (Zhao et al., 2012). It is
outlined here again to support the subsequent presentation of how this modelling problem is tackled in the model realisation and execution stages. The reactor involves a homogenous bulk fluid phase and a heterogeneous solid catalyst surface; the latter is to be characterised at the continuum level and additionally by a molecular-lattice. For the bulk fluid phase, a continuum transport model is adopted to describe the diffusion of reactants towards the surface whilst a mass conservation model incorporating the kinetics rates of the surface catalytic reaction is applied to characterize the solid surface. Moreover, the solid surface is further represented by a molecular lattice comprising a number of sites. On each site a set of adsorption, desorption or reaction phenomena may occur. Monte-Carlo (MC) method is applied to construct the non-continuum model for these three micro-processes. Therefore, this reactor can be modelled as a two scale system. Figure 7 presents the structure of this model. At Scale_0, the homogeneous bulk fluid phase connects to the macroscopic, continuum reaction surface. At Scale_1, a microscopic view is given to the reaction surface, in the form of a molecular lattice comprising a number of sites. The connection between these two scales is presented by data aggregation and disaggregation. As for the continuum surface model in Scale_0, a specific vector property, $q_i$, which is required for calculating the particular kinetics rate related to the lateral interactions of species at the surface, is determined by the occupation-site function $\delta_i$ and the local coordination $lc_i$ for each site $i$ of the molecular-lattice. Thus, Scale_0 is linked to Scale_1 by means of aggregation. On the other hand, for each site $i$ of the lattice, two properties should be characterized, i.e. temperature at the site $T_i$ (K) and the concentration of the reactant A at the fluid phase boundary layer adjacent to the surface $C_{A0,i}$(g/L). These properties of the site are determined by the corresponding properties of the entire solid surface, namely $T$ and $C_{A0}$ respectively, by means of disaggregation relations.
Figure 7. Structure of the homogeneous-heterogeneous reactor model.

A conceptual model of this reactor representing the aforementioned multiscale structure has been developed earlier; details of the building steps are reported in Zhao et al. (2012).

5.1.2. Model realisation

To use the SSG to transform the conceptual model into a simulation script to be executed using the coordinator driven mode, the modeller starts with specifying the simulation mode for this task. After that, the modeller loads a pre-generated conceptual model. The SSG will analyse the conceptual model and presents its scale structure, as shown in Figure 8. In the conceptual model, an instance of a particular inter-scale law as defined in the generic ontology for multiscale modelling (e.g. the averaging aggregation law) has been created for each inter-scale link specified in the conceptual model (e.g. the aggregation link for obtaining the fraction of sites of a specific coordination from the microscopic configuration).
After assigning the inter-scale software components, the modeller needs to choose the first running scale (cf. Figure 9a). This information is necessary since the simulation coordinator will need to decide the calling sequence of existing modelling tools. As aforementioned, the SSG currently supports only 2-scale systems which means the simulation order will be determined once the first called scale is specified. The modeller also needs to specify a total simulation time, as shown in Figure 9b, which is required by the coordinator to determine when a simulation should be terminated. Subsequently, the modeller specifies an existing single-scale modelling tool for each scale, referred to as a scale component (as opposed to an inter-scale software component). The time step size of these scale components also needs to be defined by the modeller. Figure 9c illustrates the step of specifying a scale component for “Scale_1”. The “lattice scale solver” appearing in
Figure 9c is a CORBA component prepared in this work which implements the Monte-Carlo model and offers the “scale solver” interface shown in Figure 6. In a way similar to assigning scale components, the modeller also selects a particular software component for each of the inter-scale laws specified in the conceptual model for modelling the inter-scale links involved in the modelling case. In this current example, an averaging aggregator implementing Eq.(1) (for aggregating site occupation functions to fraction of sites) and two equality disaggregators (for passing temperature and concentration) are chosen to handle the data flows between Scale_0 and Scale_1. An equality disaggregator assigns the value of a quantity at the coarser scale directly to the corresponding quantity of the relevant parts at the finer scale. To customize these generic inter-scale software components, a configuration file is created for each of them following the principle explained in Section 3.1. Figure 10a shows the file for the aggregator, which indicates that \( x \) in eq (1) refers to the site occupation function with coordination, \( y \) to fraction of sites (with specific coordination), and \( w \) to “identical weight” which is interpreted by the aggregator as “1”. The aggregation law, after customisation, reads

\[
q_j = \frac{1}{n} \sum_{i=1}^{n} x_{j,i}, \quad j = 0,1,2,3,4
\]  

(2)

where \( q_j \) is the \( j^{th} \) component of the vector \( q \) shown in Figure 7 with \( j \) denoting a possible local coordination, \( n \) is the number of sites on the lattice. This suggests that, in this example, \( y \) and \( x \) in Eq.(1) actually become a vector and a matrix respectively. Linking to the original microscopic quantities (\( \delta_i \) and \( lc_i \)) presented in Figure 7, \( x_{j,i} \), referred to as “site occupation function with coordination”, is a derived quantity computed by the Scale_1 model for the aggregator:

\[
x_{j,i} = \begin{cases} 
0, & \delta_i = 0 \lor lc_i \neq j \\
1, & \text{otherwise}
\end{cases}
\]  

(3)
In the current implementation, a configuration file is manually created by the user. However, it is possible to generate it automatically based on the part of the conceptual model where the inter-scale connections are described (cf. Zhao et al., 2012). It should be noted that a variable from a particular scale, if involved in an inter-scale link (aggregation in the case of eq 2), is always expressed by a scalar (cf. “struct transportdata” in Figure 6). Furthermore, its name is composed of a prefix and a suffix. The prefix will be identical to the name of $x$ or $y$ as labelled in the configuration file, while the suffix contains the index information if this variable is actually an element of a vector or a matrix. The aggregator will then be able to establish the correspondence between scalar(s) forming $y$ and those forming $x$ based on the prefixes and the index information extracted from the suffixes.

Finally, a simulation script is generated, as illustrated in Figure 10b. The first line of the script records the total simulation time to be executed. Note that this line would not be required in the case of MDME. Each of the other lines has four terms. The first term demotes that this is a line about a (scale or inter-scale) software component. The second term of the line denotes the type of a software component: “Scale” denotes a single-scale solver; “Aggregator”, “Disaggregator” and “MereologicalConnector” are used to indicate different types of inter-scale software components. The third term is the name of the specific scale/inter-scale software components chosen by the user. For example, in the third line of Figure 10b, this term is “averaging aggregator”. The forth and final term has multiple possible usages. It denotes the simulation step size for a scale component if the component type is “Scale” (not applicable in the master tool driven mode) or the path of a configuration file if it is an inter-scale software component.
Figure 10. Input files generated for model execution of Case Study 1. (a) Configuration file for the aggregator; (b) Simulation Script.

5.1.3. Model execution

As the simulation is to be conducted in the coordinator-drive mode, the CDME option of the MES (cf. section 4.1.1) is applied. Recall that the MES contains a coordinator (implemented as a CORBA client) as well as inter-scale software components (implemented as CORBA server components following the respective interfaces defined in Figure 6). As for the scale components, in addition to the “lattice scale solver” already mentioned above, a continuum model for Scale_0 was implemented which supports the same software interface, “ScaleSolver” (cf. Figure 6). Figure 11 shows the computational procedure of this case, as an instance of the generic simulation structure enforced by CDME. The coordinator begins with loading the simulation script. It analyzes the script
and extracts the total simulation time. After that, the coordinator calls the named scale/inter-scale solvers according to the order specified in the simulation script. Specifically, the coordinator first calls the scale solver for “Lattice Model” since “Scale_1” is selected as the first running scale. The coordinator runs the “LatticeScaleSolver” until the specified time step size is reached. The generated status of sites is then returned to the coordinator which in turn forwards these data to the averaging aggregator to compute the value which is to be subsequently used by the “Bulk Phase Model”. The coordinator then calls the solver for “Bulk Phase Model” and then passes the generated result to the equality disaggregator which is responsible for transforming these data into a form which can be recognized by “LatticeScaleSolver”. The coordinator repeats calling these solvers and passes the data among them until the simulation is completed.

The result of the simulation conducted using the MES is shown by Figure 12. In this figure, plot “a” presents trajectory of the concentration of reactant A at the fluid phase boundary layer adjacent to the surface; plot “b” displays the trend of $q_i (0 \leq i \leq 4)$ which denotes the fraction of the occupied sites with a coordination $i$. In this case study, it had been possible to use an alternative implementation of the multiscale simulation with a single C++ code to enable a comparison with the simulation realised by the proposed approach, i.e. via the MES. In terms of the simulation results, virtually no difference was observed between these two approaches, which offer an initial validation of the mechanism of the MES. In terms of computational time, the two simulations were also comparable with each other in this particular case. Generally speaking, tools integration based simulation runs can be more time consuming than those realised by a single modelling tool due to the computational overhead associated with the integration. However, integration of multiple tools should be viewed as a means of realizing a multiscale model which would otherwise be impractical.
to develop; in that case the computational burdens would become a secondary concern.

![Figure 12. Simulation results of the homogeneous-heterogeneous reactor model. (a) reactant concentration; (b) fraction of sites with specific coordination, as aggregated information.](image)

5.2 Modelling of a stirred bio-reactor

The second example deals with the modelling of a stirred bio-reactor model by the combined multizonal/computational fluid dynamics (CFD) approach originally presented by Bezzo et al. (2003). In contrast to the first example, the master tool driven mode is adopted in this second example.
5.2.1. The modelling problem and the conceptual model

The bio-reactor model comprises six perfectly mixed internal zones which are separated according to the flow pattern in the reactor. The dynamic behaviour of these zones is represented by a multizonal model. These zones are coupled by the mass flows between them. Each of these zones is further modelled by CFD which captures the fluid-mechanical phenomena with a large number of cells. As such, the whole reactor can be modelled by two scales, the first scale describes the characteristics of the perfectly mixed zones as well as their interactions, whilst the detailed fluid mechanics is modelled via the CFD cells at the second scale (cf. Figure 13).

At scale_0, the perfectly mixed zones (represented schematically by Zone1 and Zone2) connect to their adjacent neighbours. The inlet and outlet mass flow rates of zone \( i \) are denoted as \( F^\text{in}_{zi} \) and \( F^\text{out}_{zi} \) (kg/s) and their inlet and outlet concentrations are denoted as \( C^\text{in}_{zi} \) and \( C^\text{out}_{zi} \) (g/L). At Scale_1, a microscopic view is given to each zone by means of a number of cells which are inter-connected. \( f^\text{in}_{cj} \) and \( f^\text{out}_{cj} \) (kg/s) represent the inlet and outlet mass flow rates of a given cell \( j \) respectively. The
connection between these two scales comprises data aggregation, mereological connection and disaggregation. In Scale_0, the effective viscosity, \( \eta_{zi} (\text{Pa}\text{•s}) \), of zone \( i \) is required to compute the mass-transfer coefficient which is determined by the viscosity, \( \eta_{cj} (\text{Pa}\text{•s}) \), of the individual cells that belong to this zone. In addition to \( \eta_{cj} \), the volume of zone \( V_{zi} (\text{L}) \) and that of each of cells belonging to it \( V_{cj} (\text{L}) \) are needed to compute the effective viscosity for zone \( i \) through aggregation. The mass flow rates between the zones, \( F_{zi}^{in} \) and \( F_{zi}^{out} \), are required for the mass balances at Scale_0, and their values directly relate to those of the mass flow rates between the cells located at the boundary of the neighbouring zones \( f_{cj}^{in} \) and \( f_{cj}^{out} \). Mereological connection is one type of inter-scale links defined in the generic ontology to denote the relationship between the couplings at one scale and those at a neighbouring scale. The software implementation of a mereological connection is called a “mereological connector” (cf. Figure 13) and is adopted here to carry out the inter-scale mapping of mass flows. For each cell at Scale_1, coefficients including the consistency index (denoted as \( k \)) and the flow behavior index (denoted as \( n \)) are needed to compute viscosity \( \eta_{cj} \). These two quantities are provided by the model of Scale_0. Therefore, disaggregation relations are established between these scales to pass these two quantities from the zones at Scale_0 to the cells at Scale_1. The conceptual model of this bio-reactor is constructed to capture the above multiscale structure, following the steps reported in Zhao et al. (2012). Figure 14 shows the screenshot of the graphical representation of this conceptual model as displayed in the conceptual modelling tool.
5.2.2. Model realisation

Same as the previous example, the first step of generating the simulation script is to specify the simulation mode. In this example, the multiscale simulation will be driven by the multi-zone model in gPROMS (Process Systems Enterprise, 2001), which requires the CFD model in Fluent (ANSYS, 2006) to be executed to provide viscosity and inter-zone flow rates when the multizone model is being solved. In other words, when Fluent is to be called is completely determined by gPROMS. Therefore, it is a typical case of master tool driven simulation. After the simulation mode is determined, the conceptual model of the bio-reactor is loaded and its scale structure is presented. The modeller then needs to select a scale to be solved by the “master tool”, which in this case is Scale_0. The modeller also needs to specify software components for implementing each scale/inter-scale software component and to set configuration file paths for the inter-scale software components. For the inter-scale software components, the averaging aggregator and the equality
disaggregator adopted in the former case are also selected in this case but with different configuration files. As an example comparable to that created for the previous case (cf. Figure 10a), the configuration file for customising the averaging aggregator is considered (cf. Figure 15a). In this case, the \( x_i \) variable in Eq.(1) is substituted by the value of the viscosity of each CFD cell belonging to a certain zone, \( w_i \) is substituted by the value of the volume of each cell. The output of the aggregator, \( y \), refers to the effective viscosity of the zone these cells belong to. As such the aggregation essentially provides volume-averaged viscosity. A new inter-scale software component exclusively involved in this case is a mereological connector which implements the mereological connection mentioned earlier in Section 5.2.1. Since the execution stage is fully controlled by the “master tool”, there is no need to specify the total simulation time or the time step for each scale component. The produced simulation script, of the structure explained earlier in Section 5.1.2, is shown in Figure 15b.

![Figure 15. Input files generated for model execution of Case Study 2. (a) Configuration file for the aggregator; (b) Simulation Script.](image)

5.2.3. Model execution

In this example, the simulation mode has been set as “master tool driven”, so the MDME option described in Section 4.1.2 is used to execute the simulation. Recall that the coordinator for MDME not only plays the role of managing the interactions of the scale/inter-scale software components, it
also acts as a server to response to the requests from the “master tool.” The multizonal model for Scale_0 was implemented by an existing modelling tool gPROMS and the CFD model for Scale_1 were implemented by Fluent. gPROMS is taken as the master tool, while the CFD model is connected to the MES by a wrapper that implements the “ScaleSolver” interface (cf. Figure 6). The simulation structure is illustrated by Figure 16. The “master tool” gPROMS triggers the simulation and calls for the coordinator when it needs data from the CFD model. The coordinator then calls the disaggregator to pass the values of \( n \) and \( k \) received from gPROMS to Fluent via the coordinator. Fluent subsequently computes the quantities of each cell and returns their values to the coordinator. The coordinator in turn forwards them to the aggregator and the mereological connector. The former component computes the effective viscosity of each zone while the latter provides mass inlet and outlet flow rates at the boundary of these zones. This procedure will continue until gPROMS completes the simulation. Figure 17 finally shows the trend of the product concentration as part of the results produced by gPROMS in co-operation with the coordinator and other components in the MES. In this example, it was not practical to compare the simulation result with that of an implementation of the multiscale model by a single tool (as was possible in the first example). However, the outcome has proved the feasibility of the tool integration based approach.

---

**Figure 16. Simulation structure of the bio-reactor model.**
6. Conclusions

Based on the previously proposed three-stage strategy for CAMM, this work developed proof-of-concept tools for the model realization and execution steps to deal with cases where multiscale simulation is to be carried out by integrating existing single-scale simulators. For model realization, a tool called Simulation Script Generator (SSG) is prototyped, which is able to generate two different types of simulation scripts according to the simulation mode (master tool-driven or coordinator driven) selected for a given application. A Model Execution System (MES), supporting model execution through integrating existing modelling tools, takes a script as input and carries out the simulation accordingly. Two options of the MES were developed, each using a simulation coordinator suitable for one of the two different simulation modes. The application of these tools has been demonstrated by two examples of reactor modelling.

Together with what was reported earlier with regard to the overall methodology for CAMM and the conceptual modelling tool (Zhao et al., 2012), the experience gained in this study gives a preliminary indication that it is feasible to develop generic CAMM tools without assuming
case-specific details. This is enabled fundamentally by building these tools on a common conceptualisation of multiscale systems (particularly in a form of a generic ontology) as the basis for implementing the “general logic” for multiscale modelling. This approach has the potential to allow for the separation of the general logic from case-specific information and knowledge; the latter can be treated as the case-specific, changeable input to CAMM tools. This has been the case of a domain ontology, defined on top of the generic ontology for multiscale systems and used as the input to the generic conceptual modelling tool (Zhao et al., 2012). Similarly as reported in this current paper, a simulation script, generated using the Simulation Script Generator, is taken as the input to a generic Model Execution System in order to perform a specific simulation run.

This initiative as a whole has suggested positively that the concepts and methods developed in computer aided process modelling (e.g. phenomena-based modelling, use of ontologies, component-based approach) can be extended to support multiscale modelling. Following the framework developed in this work, future work may refine and extend the software interfaces defined for scale and inter-scale software components towards a standard. Furthermore, inter-scale software components implementing more advanced methods may be introduced for aggregation and disaggregation, with an aim to improve the numerical performance of multiscale simulation.
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