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Abstract— In this paper, we presents a novel
method of turbo equalization and decoding multi-
level trellis coded modulation (TCM) signals over
frequency selective channels. Results show that the
proposed algorithm achieves better performance
with reduced complexity compared to previous
work on the MMSE filter-based turbo equalization
for non-binary coded modulation scheme. The per-
formance gain is accomplished by passing the re-
fined signal from different paths to the TCM de-
coder as channel value in addition to the a prior in-
formation. While the computational complexity is
reduced by avoiding matrix inversion for each sym-
bol estimate.
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I. Introduction

In a cellular mobile communications environment, multi-
path propagation causes dispersion of transmitted signals.
The time delay spread causes intersymbol interference (ISI)
and degrades system performance. Therefore, equalization
methods which can mitigate the effects of ISI must be em-
ployed. A frequency selective channel can be described as
a rate one convolutional code defined over the field of real
or complex numbers, so the combination of a channel code
and ISI channel can be viewed as a serial concatenation sys-
tem, and can be decoded using turbo processing principle.
Douillard, et al. proposed turbo equalization in [1] which
combines equalization with channel decoding to remove the
effect of intersymbol interference caused by frequency se-
lective fading channels. The receiver consists of two trellis-
based detectors, one for equalization and one for decoding.
It is shown that turbo equalization significantly improve the
performance over separate equalization and decoding. How-
ever, for channels with large delay spreads and for large con-
stellation sizes, the trellis based turbo equalization scheme
suffers from prohibitive computational complexity. In [2,3],
Wang, Tuchler, et al, introduced new approaches to com-
bining equalization based on the linear MMSE filtering with
decoding. It was shown that this new approach provides a
tremendous complexity reduction with acceptable perfor-
mance degradation compared to the trellis-based approach.

TCM is a powerful technique to improve bandwidth ef-
ficiency without increasing the transmitted power. It com-

bines modulation and coding by optimizing the Euclidean
distance between codewords. Turbo equalization was ap-
plied to TCM in several papers, e.g., [4, 5]. Trellis-based
equalization was used in the above mentioned papers and
references therein. Despite of its good performance, the ma-
jor disadvantage is the exponentially increasing complexity
of the equalizer for channels with long impulse response or
large signal constellation size. To reduce the complexity,
the MMSE filter-based turbo equalization originally pro-
posed in [2, 3] was extended to the TCM signals in [6, 7].
Although it reduces the complexity from exponential to cu-
bic compared to the trellis-based approach, this algorithm
is still computationally intensive due to matrix inversion at
each time instant.

This paper aims at further reducing the complexity of
turbo equalization for TCM signals. This is accomplished
by obtaining symbol a posteriori probabilities directly based
on the output of the interference canceller, thus the MMSE
filtering and its inherent matrix inversion procedure is
avoided. In order to further improve the system perfor-
mance, we modify the TCM decoder such that it takes
the refined channel value in addition to symbol a poste-
riori probabilities as inputs and outputs both symbol ex-
trinsic probabilities and log-likelihood ratio (LLR) values
for information bits. This is in contrast to previous work
on filter-based approach in which the TCM decoder only
takes symbol a posteriori probabilities as input. A com-
parison between the proposed scheme and the trellis-based
as well as other existing filter-based equalization schemes is
provided in this paper to demonstrate the efficiency of the
proposed algorithm.

The transmission system under study is shown in Fig-
ure 1. The information sequence is TCM encoded and
mapped into one of the PSK or QAM signals. For simplic-
ity, we consider Ungerboeck’s 4-state, 8-PSK scheme [8]. In
such a case, each pair of information bits b0

n, b1
n at time in-

stant n correspond to one of M = 8 PSK symbols, denoted
by sn. The coded and modulated symbol sequence {sn}
is block interleaved and transmitted over the ISI channel,
which can be modeled by an equivalent baseband system
where the transmit filter, the channel and the receive filter,
are represented by a discrete-time (L + 1)-tap transversal

filter with finite-length impulse response hn =
∑L

l=0 hlδn−l

where the complex channel coefficients hl are assumed time
invariant. The channel output sequence {rn} can be ex-
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Fig. 1. Block diagram of transmitter.

pressed as

rn =
L

∑

l=0

s′n−lhl + wn (1)

where s′n−l is the coded and interleaved symbol, and wn is
complex additive white Gaussian noise with zero mean and
variance N0.

II. Filter Based Equalization and TCM

Decoding

The proposed equalization and TCM decoding algorithm
is depicted in Figure 2. In the first stage of the turbo equal-
ization, we use a simple decision feedback equalizer (DFE)
to obtain an initial estimate of the transmitted symbols.
The equalizer coefficients are obtained adaptively using re-
cursive least square (RLS) algorithm.The channel is also es-
timated using pilot symbols at this stage. With symbol and
channel estimates, we perform interference cancellation and
pass the refined (combined) signal to the TCM decoder. In
the meantime, the a posteriori symbol probabilities at each
time instant n are collected in an M-ary vector and passed
to the decoder as a priori information. The TCM decoder
computes the extrinsic probability of the TCM symbols as
well as the LLR of the information bits. The equalization
and decoding blocks will be described in details next.

A. Equalization Algorithm

In order to reduce the computational complexity, we re-
place the trellis decoding with a soft interference canceller
(SIC) followed by i) a Log-MAP mapper to compute a pos-
teriori probabilities; ii) a maximum ratio combiner (MRC)
to obtain a refined channel value for the TCM decoder based
on the interference cancelled signal. This algorithm is dif-
ferent from the ones presented in [2, 3], since modifications
have to made here to accommodate multilevel modulation.
In particular, one has to compute extrinsic probabilities
rather than log-likelihood ratios (LLRs) in order to allow
the application of turbo equalization to TCM systems; while
methods based on the computation of LLRs assume a bi-
nary alphabet of data.

Based on (1), the ISI cancelled signals after performing
interference cancellation using soft estimates of the trans-
mitted symbols become

r̃n = h0s
′
n + (h1s

′
n−1 − ĥ1s̄

′
n−1) + . . . + wn

r̃n+1 = h1s
′
n + (h0s

′
n+1 − ĥ0s̄

′
n+1) + . . . + wn+1

. . .

r̃n+L = hLs′n + (h0s
′
n+L − ĥ0s̄

′
n+L) + . . . + wn+L

where ĥl is the estimate of the channel coefficient hl and
s̄′n+i denotes the soft estimate of s′n+i, which is computed
as

s̄′n+i =

M
∑

q=1

P (s′n+i = sq)sq

The above formulas can be written in vector form as

r̃n =
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= hs′n + v

where h = [h0, . . . , hL]T denotes the channel vector, and
v = [vn, . . . , vn+L]T stands for the vector of combined
noise and interference cancellation residual. This interfer-
ence cancellation procedure is similar to the one proposed
in [6, 7]. Next, we shall introduce a different approach to
compute the symbol a posteriori probabilities without using
a MMSE filter.

Approximate each element of v as zero mean Gaussian
random variable with variance Nv, the conditional pdf of r̃
can be represented by

p(r̃n|s′n = sm) =
1

(πNv)L+1
exp

(

−‖r̃n − hsm‖2

Nv

)

=
1

(πNv)L+1
exp

(

−‖r̃n‖2 + ‖hsm‖2 − 2Re{(hsm)∗r̃n}
Nv

)

(2)

where the superscript operator ()∗ is the conjugate trans-
pose operation when applied to matrices, and simply the
conjugate when applied to scalars. Note that

P (s′n = sm|r̃n) =
p(r̃n|s′n = sm)P (s′n = sm)

p(r̃n)

p(r̃n) =
M
∑

q=1

P (s′n = sq)p(r̃n|s′n = sq) (3)

In a PSK constellation, all the signals lie on the unit
circle, therefore have the same energy, i.e., Es = |s1|2 =
. . . = |sM |2, and ‖r̃n‖2 in (2) is the same for all the signal
alternatives. Combining (2) and (3) yields

P (s′n = sm|r̃n) =
P (s′n = sm) exp (2Re{(hsm)∗r̃n}/Nv)

∑M
q=1 P (s′n = sq) exp (2Re{(hsq)∗r̃n}/Nv)

(4)

Direct implementation of (4) leads to a numerically un-
stable algorithm. The problem can be tackled by perform-
ing the calculation in the log domain. With Log-MAP al-
gorithm, each a posteriori probability is determined as

P (s′n = sm|r̃n) =

e
2 Re{(hsm)∗ r̃n}

Nv
+log P [s′

n
=sm]

emax∗(
2 Re{(hs1)∗ r̃n}

Nv
+log P [s′

n
=s1],··· ,

2 Re{(hsM )∗ r̃n}

Nv
+log P [s′

n
=sM ])

(5)
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ĥ yn
y′

n

sgn(·)

{b̂0n, b1n}{L(b0n)}

{L(b1n)}

ĥ
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Fig. 2. Block diagram for the proposed turbo equalization scheme.

where the function max∗() is defined as

max∗(x, y) = ln(ex + ey) = max(x, y) + ln(1 + e−|x−y|)

which is max operation compensated with a correction term
ln(1 + e−|x−y|). Also max∗(x, y, z) = max∗[max∗(x, y), z].
Note that symbols are assumed to be equally probable at
the first iteration, i.e., P (s′n = s1) = P (s′n = s2) = . . . =
P (s′n = sM ) = 1/M .

The vectors P (s′n) and P (s′n|r̃n) are defined as

P (s′n) =
[

P (s′n = s1) . . . P (s′n = sM )
]T

P (s′n|r̃n) =
[

P (s′n = s1|r̃n) . . . P (s′n = sM |r̃n)
]T

The former is the a priori probabilities vector of the sym-
bol s′n. It is an input to the SIC block. The latter is
the output of the Log-MAP mapper followed by the SIC.
Each element of P (s′n) is initialized as P (s′n = sm) =
{

1 if ŝ′n = sm,

0 otherwise
where ŝ′n is the hard decision from the

DFE equalizer. At the following stages, this a priori proba-
bility vector is formed by the extrinsic information provided
by the decoding step, i.e., P (s′n) = Π{P (sn;O)}, where
P (sn;O) = exp[L(sn;O)] is the output of the TCM Log-
MAP decoder. We use the notations P (sn; I), P (sn;O) to
denote the input and output of the TCM decoder.

The refined signal to be passed to the TCM decoder as
channel value is obtained based on the interference cancelled
signal vector r̃n using maximum ratio combining, i.e.,

y′
n = ĥ∗r̃n = ĥ∗hs′n + ĥ∗v = ĥ∗hs′n + η′ (6)

where ĥ is an estimate of h, η′ is zero mean Gaussian ran-
dom variable with variance Nη = PN0 and P =

∑L
l=0 |hl|2

is the total received power from all the paths.
In contrast to the MMSE filter-based approach intro-

duced in [6, 7], the derivation of symbol a posteriori prob-
abilities described above does not involve matrix inversion.
The presented algorithm reduces the computational com-
plexity from O(L3) to O(L2), where L is the number of
channel taps.

B. Decoding Algorithm

The proposed TCM Log-MAP decoder takes the de-
interleaved probability vector P (sn; I) = Π−1{P (s′n|r̃n)}

as priori information as well as the combined signal yn =
Π−1(y′

n) as channel input. It outputs the log-likelihood ra-
tio of the information bits {L(b0

n), L(b1
n)} and the refined

probability vector P (sn;O) = P (sn|y) based on the code
constraints and the trellis structure of the TCM code where
y = [y1 y2 . . . yLb

] and Lb denotes the symbol block length.
Each element of y is defined as

yn = Π−1(y′
n) = Π−1(ĥ∗hs′n + η′) = ĥ∗hsn + η (7)

The LLR values {L(b0
n), L(b1

n)} are used for making hard
decision on the transmitted information bits; while the
logarithm of extrinsic probability L(sn;O) = L(sn|y) =
log P (sn|y) is fed back to equalizer as a priori probability
vector for the next iteration of turbo equalization and TCM
decoding.

Let us denote αn(σ′) as the state metric at the nth trellis
node, and βn+1(σ) as the state metric for the portion of the
trellis beyond the nth trellis node, where σ′ and σ are the
generic states at the nth and (n + 1)th nodes, respectively.
The output P (sn = sm|y) is computed according to BCJR
algorithm [9] (since two dimensional TCM constellation is
employed, a non-binary version of BCJR is considered)

P (sn = sm|y) =
∑

σ′,σ:sm

P (σ′, σ|y) =
1

P (y)

∑

σ′,σ:sm

P (y, σ′, σ)

=

∑

σ′,σ:sm

αn(σ′)γ∗
n(σ′, σ)βn+1(σ)

∑

σ′,σ

αn(σ′)γn(σ′, σ)βn+1(σ)
(8)

where γn(σ′, σ), γ∗
n(σ′, σ) are the metrics for the branch con-

necting state σ′ at node n and σ at node (n + 1). Their
detailed expressions will be given later on. The notation
σ′, σ : sm denotes the sets of state pairs (σ′, σ) in the TCM
trellis corresponding to symbol sm, and σ′, σ denotes all
the possible sets of state pairs where the transition (σ′, σ)
is possible.

Now, we modify the TCM decoder in order to be able to
get the soft outputs of information bits. Let B+ be the set
of state pairs (σ′, σ) such that the first info bit b0

n at time n
is +1. Similarly define B−. The LLR value of the first info



bit b0
n at the output of the TCM decoder is given by

λ(b0
n) = log

∑

B+

αn(σ′)γn(σ′, σ)βn+1(σ)

∑

B−

αn(σ′)γn(σ′, σ)βn+1(σ)
(9)

The soft value of the second info bit b1
n corresponding to

the TCM symbol sn can be computed in a similar way.
Equation (8) is similar to the MAP algorithm for non-

binary trellises derived in [10]. In the following, we derive
this algorithm operating in the log domain. Although it
is a well-known solution to avoid numerical instability and
reduce the decoding complexity in iterative decoding, the
TCM Log-MAP decoding is not well documented and de-
scribed in the existing literature. Especially, the algorithm
for the TCM decoding with channel value (in addition to
symbol a priori information) is lacking. Therefore, we feel
necessary to provide a detailed derivation of our TCM de-
coding scheme. Taking the logarithm of (8), we obtain

L(sn = sm|y) = log





∑

σ′,σ:sm

eᾱn(σ′)+γ̄∗
n
(σ′,σ)+β̄n+1(σ)





− log





∑

σ′,σ

eᾱn(σ′)+γ̄n(σ′,σ)+β̄n+1(σ)





= max
σ′,σ:sm

∗{ᾱn(σ′) + γ̄∗
n(σ′, σ) + β̄n+1(σ)}

− max
σ′,σ

∗{ᾱn(σ′) + γ̄n(σ′, σ) + β̄n+1(σ)} (10)

We can also form the Log-MAP version of (9) as

λ(b0
n) = log

∑

B+

exp[ᾱn(σ′) + γ̄n(σ′, σ) + β̄n+1(σ)]

∑

B−

exp[ᾱn(σ′) + γ̄n(σ′, σ) + β̄n+1(σ)]

= max
B+

∗[ᾱn(σ′) + γ̄n(σ′, σ) + β̄n+1(σ)]

− max
B−

∗[ᾱn(σ′) + γ̄n(σ′, σ) + β̄n+1(σ)] (11)

The notations used in (10) and (11) are defined as follows:

L(sn = sm|y) = log P (sn = sm|y)

ᾱn(σ′) = log αn(σ′), β̄n+1(σ) = log βn+1(σ)

γ̄n(σ′, σ) = log γn(σ′, σ), γ̄∗
n(σ′, σ) = log γ∗

n(σ′, σ)

The branch metrics (probabilities) between states σ′ and
σ are defined as

γn(σ′, σ) = p(yn, σ|σ′) = p(yn|sn)P (sn)

γ∗
n(σ′, σ) = γn(σ′, σ)/P (sn) = p(yn|sn) (12)

Note that the a priori probability P (sn) is dropped from
γ∗

n(σ′, σ) to avoid statistic dependencies between the soft
values of several iteration steps, so that only the extrinsic
probabilities are fed back to the equalizer.
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Fig. 3. Performance of filter and trellis-based turbo equalization for
the 3-tap channel. Topmost curve represents the first iteration
and the bottommost curve represents the 4th iteration.

Assume accurate channel estimation, i.e., ĥ ≈ h, then

yn = ĥ∗hsn + η ≈ Psn + η

p(yn|sn = sm) =
1

πNη

exp

(

−|yn − Psm|2
Nη

)

=
1

πPN0
exp

(

−|yn|2 + P2|sm|2 − 2P Re{s∗myn}
PN0

)

∝ exp

(

2Re{s∗myn}
N0

)

(13)

where the common factor 1
πPN0

exp
(

− |yn|2+P2|sm|2

PN0

)

is

omitted since it will be cancelled in the subsequent cal-
culations. The branch metrics can be easily obtained by
substituting (13) into (12).

III. Numerical Results

In our experiments, we employ Ungerboeck’s 8-state 2/3
8PSK TCM. During each Monte-Carlo run, 4096 coded
symbols are interleaved by an 64× 64 block interleaver and
transmitted over an ISI channel. For the initial equaliza-
tion, we use a DFE equalizer with 7 feedforward, 3 feedback
taps. It uses 200 pilot symbols for training the equalizer
coefficients (using RLS). In the meantime, the maximum
likelihood algorithm presented in [11] is used for channel
estimation during training period. The channel coefficients
are averaged over many estimated samples to reduce the
noise effect.

Figure 3 shows the performance comparison between the
trellis-based and the proposed scheme. Since the complexity
of the trellis-based scheme increases exponentially with the
number of channel taps, we choose a channel with very short
impulse response: h[n] = (

√
0.3 + j

√
0.3)δ[n] + (

√
0.15 +

j
√

0.15)δ[n − 1] + (
√

0.05 + j
√

0.05)δ[n − 2]. To facilitate
trellis-based equalization, two s0 symbols are inserted to
both the beginning and the end of the transmitted symbol
sequence after interleaving to ensure the trellis decoding



starts and ends at the zero state. As indicated in the figure,
it takes 3 or 4 stages to reach convergence in both cases.
Clearly, it is tremendous improvement by applying iterative
process if we compare the topmost curve representing the
separate equalization and decoding without feedback and
the bottommost curve representing the turbo equalization
and decoding after convergence. The trellis-based turbo
equalization further improves the results at the cost of much
higher computational complexity. The gap is between 1.5
to 1.8dB for BER below 10−3. The performance loss by
applying filter-based approach is owing to the fact that the
symbol detection is made without taking into account the
structure of the ISI channel, i.e., symbols are assumed to be
independent. Assuming the elements of the input sequence
come from M -ary alphabet, and the ISI channel has L taps,
the complexity of the trellis-based approach is O(ML−1).
For channels with long memory and large constellation size,
it becomes prohibitively complex. While the complexity of
the proposed scheme is only O(L2), which makes it feasible
for practical implementation.

The performance of the proposed scheme and the MMSE
filter-based turbo equalization scheme is compared in Fig-
ure 3, where we use a 5-tap channel with impulse response
h[n] = (2−0.4j)δ[n]+(1.5+1.8j)δ[n−1]+ δ[n−2]+(1.2−
1.3j)δ[n−3]+(0.8+1.6j)δ[n−4]. The output channel power

is normalized so that P =
∑4

n=0 |h[n]|2 = 1. As shown
in the figure, the proposed scheme outperforms the origi-
nal MMSE filer-based turbo equalization by 0.6dB around
BER=10−4. In addition to the original scheme introduced
in [6, 7], we also tested its improved version and pass the
MMSE filter output to the TCM decoder in addition to the
symbol a posteriori probabilities. Clearly, the improved al-
gorithm performs better than the original one. This means
that it is necessary for the TCM decoder to take the refined
channel value as input in order to improve the decoding per-
formance. The plot also shows that the proposed algorithm
yields identical performance at low SNR and slightly supe-
rior performance at high SNR to the improved version of the
MMSE filter-based turbo equalization. While the former re-
duces the complexity from O(L3) to O(L2) by avoiding the
MMSE filtering and matrix inversion in the equalization
process.

IV. Conclusions

Filter-based turbo equalization overcomes the prohibitive
complexity imposed by trellis-based approach, and is shown
to be a feasible solution for systems with high spectral effi-
ciency modulation schemes and channels exhibiting a large
delay spread. In this paper, a novel approach to joint
turbo equalization and TCM decoding scheme is investi-
gated. Unlike the existing filter-based equalization scheme,
the proposed algorithm does not involve MMSE filtering
and matrix inversion, it reduces the complexity from cubic
to quadratic. Furthermore, by passing the refined channel
value from the equalizer to the TCM decoder, the quality of
decoding is also improved. Simulation results of an 8-PSK
TCM system show that the proposed scheme outperforms
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the existing MMSE filter-based turbo equalization with re-
duced complexity.
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