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Abstract
For the evaluation of results from remote sensing and high-resolution spatial models it is often necessary to assess the similarity of sets of maps. This paper describes a method to compare raster maps of categorical data. The method applies fuzzy set theory and involves both fuzziness of location and fuzziness of category. The fuzzy comparison yields a map, which specifies for each cell the degree of similarity on a scale of 0 to 1. Besides this spatial assessment of similarity also an overall value for similarity is derived. This statistic corrects the cell-average similarity value for the expected similarity. It can be considered the fuzzy equivalent of the Kappa statistic and is therefore called $K_{Fuzzy}$. A hypothetical case demonstrates how the comparison method distinguishes minor changes and fluctuations within patterns from major changes. Finally, a practical case illustrates how the method can be useful in a validation process.
1 Introduction

With the growth of high-resolution spatial modelling, geographical information systems and remote sensing the need for map comparison methods increases. Good comparison methods are needed to perform calibration and validation of spatial results in a structured and controllable manner. The importance of map comparison methods is recognized and has growing interest among researchers (Monserud and Leemans 1992, Metternicht 1999, Winter 2000, Pontius 2000, Pontius and Schneider 2001, Power, Simms and White 2001).

For most purposes visual, human comparison still outperforms automated procedures. When comparing maps the human observer takes many aspects into consideration without deliberately trying. Local similarities, but also global similarities, logical coherence, patterns etc. are recognized. Map comparison methods performed by software usually capture one of these aspects, but overlook the others. Furthermore, they generally lack the flexibility to switch from one aspect to the other when the data requires so. The best example of this rigidity is the cell-by-cell comparison of two checkerboards; the first board has a white field in the upper left corner, the second a black field. The average observer would immediately recognize the two boards as being highly similar in quality, however a cell-by-cell comparison method would find a black cell where a white one is expected and vice versa. Hence total disagreement would be concluded.

Despite these clear disadvantages, there are situations where automated map comparison is preferred above visual comparison. One reason is that an automated procedure can save time and human effort. More important is that automated procedures are explicitly defined and therefore repeatable. Thus, the method can be analysed and evaluated and the results can be verified. A visual comparison will always be subjective and often intuitive. The outcome of a visual comparison will therefore depend on the person performing the comparison.

The comparison method presented here, was primarily developed to be of use in the calibration and validation process of cellular models for land-use dynamics. The method is based on fuzzy set theory (Bandemer and Gottwald 1995, Zadeh 1965). Several authors addressed the potential of fuzzy set theory for geographical applications (Cheng, Molenaar and Lin 2000, Fisher 2000) and fuzzy set theory has been used before to assess the accuracy of map representations and for map comparisons (Metternicht 1999, Lewis and Brown 2001, Power, Simms and White 2001).

The subject of map comparison is closely related to accuracy assessment of maps, in the sense that accuracy assessment is one of its applications. Foody (2002) presents an overview of the status of land cover classification accuracy assessment. Several issues that are brought to attention in that overview are, at least partly addressed in this paper. Foody (2002) asks: ‘Why cannot some level of positional tolerance be more generally incorporated into thematic map accuracy assessment’. Also, it is stressed that ‘spatial variability of error can be a major concern’. Finally Foody (2002) states that there is ‘scope for considerable research’ on the topic of fuzzy classifications in accuracy assessment.

The objective is to find a method that to some extent mimics the human comparison and gives a detailed assessment of similarity. The method is aimed at comparing categorical raster maps. The assessment results are spatial and gradual; additionally an overall figure for similarity is aggregated from the detailed spatial results.

2 Methods

For the comparison of maps, two sources of fuzziness are considered: fuzziness of location and fuzziness of category. A similar distinction is found in (Cheng, Molenaar and Lin 2000),
where thematic and geometric aspects of uncertainty are treated separately. In this paper, fuzziness means a level of uncertainty and vagueness of a map. This fuzziness is not inherently present in the map, but follows from an observer’s interpretation. With fuzziness of category is meant; the observation that some categories in the legend of a map are more similar to each other than others. With fuzziness of location is meant that the spatial specification found in a categorical map is not always as precise as appears. A category that in the map is positioned at a specific location may be interpreted as being present somewhere in the proximity of that location.

In the original map every cell is represented by a single category. In the fuzzy representation a cell will partially belong to multiple categories. To allow cells to belong to multiple categories simultaneously they are assigned a membership vector. The elements of the vector give the degree of belonging to each category. In this paper three types of membership vectors will be distinguished the Crisp Vector (V_crisp) the Fuzzy Category Vector (V_cat) and the Fuzzy Neighbourhood Vector (V_nbh). The Crisp Vector does not involve fuzziness at all. The Fuzzy Category Vector represents a cell when only fuzziness of category is considered. Finally, the Fuzzy Neighbourhood Vector represents a cell considering fuzziness of both category and location.

Equation 1 gives the general form of the Crisp Vector, its membership values are set according to Equation 2. It signifies that in the Crisp Vector representation of a cell has a degree of membership of 1 for its original category and 0 for all other categories. Figure 1 gives an example for a map containing four categories.

\[
V_{\text{crisp}} = \left( \mu_{\text{crisp,1}}, \mu_{\text{crisp,2}}, \ldots, \mu_{\text{crisp,C}} \right)
\]

\[
\text{Original category } i \rightarrow \mu_{\text{crisp,i}} = 1, \quad \mu_{\text{crisp,j}} = 0, \quad (i \neq j)
\]

![Figure 1. Crisp Vector representation of four categories](image)

2.1 Representation of fuzziness of categories

Vagueness may exist in the definition of categories. This is especially true if some or all categories on the map have in fact an ordinal definition, such as for instance the categories ‘high-’, ‘medium-’and ‘low-density residential area’ on a land use map.

Similarity between categories is expressed in the Fuzzy Category Vector (Equation 3), by assigning a higher degree of membership for categories that are more similar to the original category. That means that for the original category it will have a full membership degree of 1. For the other categories the membership will be between 0 and 1 according to level of similarity, as expressed in Equation 4.
$V_{cat} = \begin{pmatrix} 
\mu_{cat,1} \\
\mu_{cat,2} \\
\vdots \\
\mu_{cat,C} 
\end{pmatrix}$  

Equation 3

Original category $i \rightarrow \mu_{cat,j} = 1, \ 0 \leq \mu_{cat,j} \leq 1, \ (i \neq j)$  

Equation 4

Figure 2 demonstrates by example how the fuzziness of the categories can be expressed in the Fuzzy Category Vector. The meaning of this particular fuzzy representation of categories is that, for instance, ‘low density residential’ is considered more similar to ‘high density residential’ than ‘industry’. On the other hand ‘low density residential’ is less similar to ‘high density residential’ than ‘medium density residential’.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number</th>
<th>Fuzzy Category Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>High density residential</td>
<td>1</td>
<td>(1 0.4 0.2 0 0 0)</td>
</tr>
<tr>
<td>Medium density residential</td>
<td>2</td>
<td>(0.4 1 0.4 0 0 0)</td>
</tr>
<tr>
<td>Low density residential</td>
<td>3</td>
<td>(0.2 0.4 1 0 0 0)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>4</td>
<td>(0 0 0 1 0 0)</td>
</tr>
<tr>
<td>Industry</td>
<td>5</td>
<td>(0 0 0 0 1 0)</td>
</tr>
<tr>
<td>Water</td>
<td>6</td>
<td>(0 0 0 0 0 1)</td>
</tr>
</tbody>
</table>

Figure 2. Fuzzy representation of ordinal data

In the previous example it is clear that ‘high-’, ‘medium-’ and ‘low-density residential’ are sub-categories of ‘residential’. Maps will more often contain a mixture of categories and sub-categories. The sub-categories are not always ordinal; they can also be nominal. The difference between categories in the legend that are sub-categories of the same main category is often less distinct than between categories that do not belong to a common group of categories. This can also be expressed in the Fuzzy Category Vector, as is illustrated by an example in Figure 3.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number</th>
<th>Fuzzy Category Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential</td>
<td>1</td>
<td>(1 0 0 0 0 0)</td>
</tr>
<tr>
<td>Citrus agriculture</td>
<td>2</td>
<td>(0 1 0.3 0.3 0 0)</td>
</tr>
<tr>
<td>Sugarcane agriculture</td>
<td>3</td>
<td>(0 0.3 1 0.3 0 0)</td>
</tr>
<tr>
<td>Banana agriculture</td>
<td>4</td>
<td>(0 0.3 0.3 1 0 0)</td>
</tr>
<tr>
<td>Industry</td>
<td>5</td>
<td>(0 0 0 0 1 0)</td>
</tr>
<tr>
<td>Water</td>
<td>6</td>
<td>(0 0 0 0 0 1)</td>
</tr>
</tbody>
</table>

Figure 3. Fuzzy representation of hierarchical data

In the example of Figure 3 the sub-categories ‘citrus-‘, ‘sugarcane-‘ and ‘banana agriculture’ are considered more similar to each other than to the other categories, ‘residential’, ‘industry’ and ‘water’.

It should be kept in mind that the fuzzy representation is in reality an interpretation of the original crisp data. There are no straightforward rules for assigning membership values. The definition of the appropriate set depends, for instance, on the nature of the map, the aim of the comparison and the number of categories present.
2.2 Representation of fuzziness of location

Besides fuzziness of category also fuzziness of location is considered. The calculation of fuzziness of location is based upon the notion that the fuzzy representation of a cell depends on the cell itself and, to a lesser extent, also the cells in its neighbourhood. The extent to which the neighbouring cells influence the fuzzy representation is expressed by a distance decay function. For instance a cone (defined by radius), an exponential decay (defined by halving distance) or a 3-D Gaussian curve (defined by variance), see Figure 4 (Bandemer and Gottwald 1995).

Figure 4. Some 3D memberships

Which function is most appropriate and also the size of the neighbourhood depends on the nature of the uncertainty, vagueness of the data and the observer’s tolerance for spatial error. From a theoretical point of view, there is not a best alternative, hence it is worthwhile to experiment with size and form of the function.

The different membership contributions of the neighbouring cells are combined by calculating the fuzzy union of all neighbouring cells multiplied by their respective distance based membership. The vector that results from this operation is the Fuzzy Neighbourhood Vector. This is expressed in Equations 5 and 6 for a map with C categories and N cells in the neighbourhood. Equation 6 shows how cells in the neighbourhood contribute to the fuzzy representation of the central cell. With increasing distance from the central cell, the contribution decreases, as expressed by the distance based membership $m_j$. The highest contribution of each category sets the membership value of that category.

$$V_{nbh} = \begin{pmatrix}
    \mu_{nbh,1} \\
    \mu_{nbh,2} \\
    \vdots \\
    \mu_{nbh,C}
\end{pmatrix}$$  

Equation 5

$$\mu_{nbh,i} = \max(\mu_{cat,i,1} * m_1, \mu_{cat,i,2} * m_2, \ldots, \mu_{cat,i,N} * m_N)$$  

Equation 6

Where:

- $F_i$ = the degree of membership for category $i$
- $\mu_{nbh,i,j}$ = membership of category $i$ for neighbouring cell $j$ in $V_{nbh}$
- $\mu_{cat,i,j}$ = membership of category $i$ for neighbouring cell $j$ in $V_{cat}$
- $m_j$ = distance based membership of neighbouring cell $j$

Figure 5 and Equation 7 illustrate this for a cell in a neighbourhood with a radius of $\sqrt{2}$ cells. Figure 5 describes the situation. Equation 7 applies Equations 5 and 6 for the central cell of the particular situation.
In the example of Figure 5, the Fuzzy Category Vector is equal to the Crisp Vector, indicating that similarity between categories has not been considered. The procedure is identical if the Fuzzy Category Vector does express similarity between categories.

2.3 The comparison

2.3.1 Comparison of two fuzzy cells

The similarity of two maps can be assessed by cell-by-cell comparison of the fuzzy vectors assigned to all cells. The expression for similarity at each location is based upon the fuzzy set intersection of the two fuzzy vectors, and is given in Equation 8.

\[
S(V_A, V_B) = \left[ \mu_{A,1} \cdot \mu_{B,1} \right]_{\text{Min}} \left[ \mu_{A,2} \cdot \mu_{B,2} \right]_{\text{Min}} \cdots \left[ \mu_{A,C} \cdot \mu_{B,C} \right]_{\text{Min}} \right]_{\text{Max}} \quad \text{Equation 8}
\]

In Equation 8, \( S(V_A, V_B) \) stands for the similarity between a cell in map A and one at the same location in map B. In (Zadeh 1965) the same expression is indicated by the letter M and referred to as the ‘maximal degree of intersection \( A \cap B \)’. This similarity index is chosen because it is functional, relatively simple and intuitive. Many other fuzzy similarity measures have been researched and proposed, however, and a better alternative may be found (Zwick, Carlstein and Budescu 1987, Shyi-Ming 1995, Xuzhu, De Baets and Kerre 1995, Tolias, Panas and Tsoukalas 2001).

Equation 8 calculates the similarities if the Fuzzy Neighbourhood Vectors of the two central cells found in Figure 6. The membership settings and notations are those used before in Figure 5.

<table>
<thead>
<tr>
<th>Neighbourhood</th>
<th>Legend</th>
<th>Membership definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories</td>
<td>Fuzzy Category Vector</td>
<td>Distance</td>
</tr>
<tr>
<td>Black</td>
<td>(1, 0, 0)</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>(0, 1, 0)</td>
<td>1</td>
</tr>
<tr>
<td>Grey</td>
<td>(0, 0, 1)</td>
<td>(\sqrt{2})</td>
</tr>
</tbody>
</table>

Figure 5. Neighbourhood, legend and membership definition
Figure 6. Two neighbourhoods and their central cells

$$S(V_{A}, V_{B}) = \begin{bmatrix} \min[1, 0.5], \min[0.2, 1], \cdots, \min[0.5, 0.5] \end{bmatrix} = 0.5$$  
Equation 9

The value for similarity ranges from 0 to 1. $S(V_{A}, V_{B})$ will equal 0 for two completely dissimilar neighbourhoods and 1 for neighbourhoods with matching central cells. The value of 0.5 resulting from the operation is to be interpreted as ‘considerably similar’. It is noted, however, that this similarity value is due to the fact that both central cells neighbour a grey cell. And thus the calculated similarity is based on the neighbours rather than the cells itself.

2.3.2 Two-way comparison

By directly comparing the fuzzy representations of two cells a part of the comparison result depends on the comparison of the two neighbourhoods, excluding the central cell. The consequence is that even if two cells at the same location in two maps belong to different categories and these two categories are not similar to any of the categories in the neighbourhood, there is a possibility that the cells are considered similar because their neighbourhoods are similar. This is not intended for the map comparison.

To avoid an overpowering influence of the similarities between the neighbourhoods, the so-called two-way comparison is introduced. It proceeds as follows: in first instance the Fuzzy Neighbourhood Vector of cell A is compared to the Crisp Vector of cell B. Next the Crisp Vector of cell A is compared to the Fuzzy Neighbourhood Vector of cell B. Finally, the lower of the two comparison results establishes the similarity at that location (Equation 10).

$$S_{TwoWay}(A, B) = \min[S(V_{A} \rightarrow V_{B}, V_{Crisp, B}), S(V_{Crisp, A} \rightarrow V_{B}, V_{Nh}), S(V_{Crisp, A} \rightarrow V_{Nh}, V_{B})]$$  
Equation 10

The calculation of the two-way similarity value of the central cells in Figure 6 is calculated according to Equations 11 to 13. A lower similarity of 0.2 is found.

$$S(V_{A} \rightarrow V_{Crisp, B}) = \begin{bmatrix} \min[0.5, 1], \min[1, 0], \min[0.5, 0.5] \end{bmatrix} = 0.5$$  
Equation 11

$$S(V_{Crisp, A} \rightarrow V_{Nh}, V_{B}) = \begin{bmatrix} \min[1, 0], \min[0.5, 0], \min[0.5, 0] \end{bmatrix} = 0.2$$  
Equation 12

$$S_{TwoWay}(A, B) = \min[0.5, 0.2] = 0.2$$  
Equation 13

Figure 7 shows six situations to illustrate the preference for the two-way comparison over the direct comparison of Fuzzy Neighbourhood Vectors. For each situation both the similarity according to the direct comparison of the Fuzzy Neighbourhood Vectors and the two-way comparison are given. It demonstrates that only the two-way comparison yields the intended similarity results.
Situation 1: The value for similarity in the central cell must be low, because the two cells (black and white) differ, and there are no cells of the same category in the neighbourhood.

\[ S = 0.5, S_{TwoWay} = 0 \]

Situation 2: The value for similarity in the central cell will be intermediate, because the two cells (black and grey) differ but there are cells of the same categories in the neighbourhood.

\[ S = 0.5, S_{TwoWay} = 0.5 \]

Situation 3: As in Situation 2, the value for similarity in the central cell must be intermediate. The similarity must be smaller than in Situation 2, because the matching cells are found within a greater radius.

\[ S = 0.5, S_{TwoWay} = 0.25 \]

Situation 4: The value for similarity of the central cell is equal to the one in Situation 3, because the matching cells are found within the same radius. The white cells do not influence the comparison.

\[ S = 0.5, S_{TwoWay} = 0.25 \]

Situation 5: The value for similarity in the central cell must be low, because the two cells (black and grey) differ, and there are no cells of the same categories in the neighbourhood.

\[ S = 0.5, S_{TwoWay} = 0 \]

Situation 6: The value for similarity in the central cell will be high, because the two cells match (both black), regardless the circumstance that the neighbourhoods (grey and white) are dissimilar.

\[ S = 1, S_{TwoWay} = 1 \]

Figure 7. Six situations in which the middle cells of the left and right map are compared, with consideration of fuzziness of location. Weights according exponential decay function with halving distance of \( \sqrt{2} \)

2.4 \( K_{Fuzzy} \) statistic for overall map similarity

The previous paragraphs specify how for each cell a local measure of similarity can be calculated. In addition to this, it is for some applications useful to obtain an overall value of similarity. An overall value can be obtained by integrating the similarity values over the whole map. Division by the total area yields a result between 1 (for identical maps) and 0 (for total disagreement). Since regular grid maps are considered, this is equivalent to calculating the average similarity of all cells.

The average similarity, however, is not necessarily a good measure for overall similarity, because the expected value for similarity than would be strongly influenced by the number of categories in the map and also on the numerical distribution of cells over those categories. In
order to make the results of maps with different numerical distribution better comparable a statistic is introduced that corrects the percentage of agreement for the expected percentage of agreement, based upon the number of cells taken in by each category on each map (i.e. based upon the histograms of the two maps).

The statistic is similar to the Kappa statistic and is therefore called $K_{Fuzzy}$. The formula for $K_{Fuzzy}$ (Equation 14) is identical in form to that of the Kappa statistic (Carletta 1996, Monserud and Leemans 1992). The difference lies in the calculation of the expected similarity.

$$K_{Fuzzy} = \frac{Po - Pe}{1 - Pe}$$

Equation 14

Where:

$Po =$ observed percentage of agreement (i.e. average similarity).

$Pe =$ expected similarity, based upon given histograms.

In the following paragraphs $Pe$ is derived for two-way comparisons in which fuzziness of categories is not considered. The concept of neighbourhood ring needs to be introduced. In a raster map cells that are at the same distance from a central in a neighbourhood are said to cell form a neighbourhood ring. In Figure 8 the first nine rings are numbered 1 to 9. The central cell is numbered 0. In Figure 9 their relevant characteristics are presented.

![Figure 8. Numbered rings within a four cell radius](image)

<table>
<thead>
<tr>
<th>Ring</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Cumulative number of cells excluding central</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>36</td>
<td>44</td>
<td>48</td>
</tr>
<tr>
<td>Distance (cells)</td>
<td>0</td>
<td>1</td>
<td>$\sqrt{2}$</td>
<td>2</td>
<td>$\sqrt{5}$</td>
<td>$\sqrt{8}$</td>
<td>3</td>
<td>$\sqrt{10}$</td>
<td>$\sqrt{13}$</td>
<td>4</td>
</tr>
<tr>
<td>Membership value</td>
<td>1</td>
<td>0.71</td>
<td>0.61</td>
<td>0.5</td>
<td>0.46</td>
<td>0.38</td>
<td>0.35</td>
<td>0.33</td>
<td>0.30</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**Figure 9. Ring characteristics**

The calculation of $K_{Fuzzy}$ as described below applies for fuzziness of location with a distance decay membership function. The membership values depend on the membership function. In this case (Equation 15) it is an exponential decay function, with a halving distance of 2 cells.

$$M(d) = e^{\ln(1/2) \cdot d/2} = 2^{-d/2}$$

Equation 15

Consider the generic contingency table comparing maps X and Y (Figure 10).
Figure 10. Generic contingency table

Where:

- $p_{ij}$ = fraction of cells which are of category $i$ in map X and category $j$ in map Y.
- $X_i$ = total fraction of category $i$ in map X.

In case the two central cells, category $a$ in map Y and category $b$ in map X, do not match, then the probability that both the central cells have their counterpart on a cell within a certain distance is calculated as $P(n)$ (Equation 16). There, $n$ is the number of cells present within that distance

\[
P(n) = \left(1 - \left(1 - X_a\right)^n\right) \times \left(1 - \left(1 - Y_b\right)^n\right)
\]

Equation 16

The smallest distance within which the central cells of both cells are matched on the other map determines the similarity in a two-way fuzzy comparison. The probability that this is the $i$-th neighbourhood ring is the probability that both cells match within the cumulative number of cells of the $i$-th ring, $P(n_i)$, minus the probability that both cells already match within the previous ring, $P(n_{i-1})$.

\[
E(i|l \geq 1) = \sum_{a=1}^{c} \sum_{b=1}^{c} \left[(1 - \partial_{a,b}) \times Y_a \times X_b \times \left(P(n_i) - P(n_{i-1})\right)\right]
\]

Equation 17

Equation 17 calculates for each combination of categories, $a$ and $b$, the probability that their determining ring is the $i$-th. $\partial_{a,b}$ stands for the Kronecker-delta of $a$ and $b$, which has the value 1 in case $a$ and $b$ are equal, and 0 if they are not.

The probability of matching central cells is calculated separately and according to the Kappa statistic (Monserud and Leemans 1992) (Equation 18)

\[
E(i|l = 0) = \sum_{a=1}^{c} Y_a \times X_a
\]

Equation 18

The total statistic for the expected percentage of agreement is the weighted summation of all rings, according to Equation 19.

\[
P_e = \sum_{i=0}^{R} E(i) \times M(d_i)
\]

Equation 19

In Equation 19, $R$ is the number of the furthest ring, $M$ is the fuzzy membership function and $d_i$ is the radius of the $i$-th ring.

The derivation of $K_{fuzzy}$ as presented here does not consider the size of the map. The size of the maps is relevant however, because the neighbourhoods are different at the edges of maps. This should be considered in case small or irregular shaped maps are compared. In these cases
$K_{Fuzzy}$ is underestimated because $Pe$ is overestimated. A solution to this problem is to find the cumulative number of cells in each neighbourhood ring for every cell, calculate the expected similarity for each cell and derive the average per cell. An alternative for the analytical calculation of $Pe$ is to find an estimate by Monte Carlo analysis.

3 Results

3.1 Hypothetical case

The two maps in Figure 11 were created in order to demonstrate the features of the map comparison method. Several types of differences occur: minor shifts, major shifts, growth/decline, introduction/removal, and differences of cell categories within clusters of similar content. The method is symmetrical; this means that there is no difference between comparing map 1 with map 2 or vice versa. Therefore, growth is equivalent to decline, as is introduction to removal. A large part of the map is coloured white, this does not indicate a so-called no-data value, but rather the white cells represent a category, just like the coloured cells.

![Figure 11. The two maps to compare](image)

![Figure 12. Comparison results](image)

Figure 12 gives the results of the direct cell-by-cell method (a) and the proposed fuzzy cell-by-cell method (b). The fuzzy membership function is that of exponential decay with a halving distance of two cells and a neighbourhood with a four-cell radius. The direct cell-by-
cell method consists of the pair-wise comparison of the categories in each cell of the two maps; Cells where the maps are identical in both maps are in white, cells where the categories differ are in black. In the fuzzy comparison map lighter cells are more similar than darker cells.

The comparison map that results from the procedure contains values between 0 and 1. This can be more detail than required. Based on the objective of the map comparison it can be worthwhile to include a classifying step. For instance it is possible to distinguish between total agreement, medium similarity and low similarity. Figure 13 gives the map resulting from classification with the use of a threshold level at 0.65. The areas containing new introductions (e.g. the added linear element in the upper left corner) or major shifts (e.g. the shifts of two larger oval shapes) are distinguished from the areas of minor shifts (e.g. the other linear elements) and fluctuations within patterns (e.g. the pattern of coloured cells at the lower right side of the map).

![Figure 13. Three levels of agreement by the proposed fuzzy comparison method](image)

K\textsubscript{Fuzzy} is calculated to be 0.49. This means that the maps are significantly more similar than would be expected solely from the number of cells of each category, because that level of similarity has the K\textsubscript{Fuzzy} value of 0. The maps are, however, also clearly distinct, because highly similar maps will have a K\textsubscript{Fuzzy} value close to 1, which stands for completely identical. As a bare figure the K\textsubscript{Fuzzy} statistic is not highly informative. It is more informative if there is reference material available as in the practical case presented in paragraph 3.2.

### 3.2 Practical case

The case presented here applies the two-way fuzzy comparison method for validation. It compares results generated by a model with real data. The particular model is a constrained cellular automaton (White, Engelen and Uljee 1997) applied for the study of the urban development of Dublin, as part of the Murbandy project (White, Engelen, Uljee, Lavalle and Ehrlich 2000).

Three maps are compared with the observed 1998 data (Figure 14). In the first instance the 1988 base map (Figure 15 a), which was the starting situation for the model is. Next the 1998 map generated by the original model (Figure 15 b). Finally, the 1998 map generated by an improved version of the model. (Figure 15 c). The land-use maps are found in the left column, the comparison maps in the right. Lighter cells in the comparison maps indicate larger similarity.

The comparison with the base data (Figure 15 a) yields a relatively high K\textsubscript{Fuzzy} (0.90), even though the modelling effort is zero. Interpretation of the comparison map learns that between 1988 and 1998 a small number of cells change land-use, however the changes are severe (not many cells are coloured grey; these are however mostly dark grey).
The $K_{Fuzzy}$ of the base map can be used as a reference level. Models scoring lower than 0.90 do ‘more damage than good’, while models scoring higher achieve ‘better than minimally required’.

The results from the original model (Figure 16 b) contain a relatively large number of cells that are not identical (they are grey) and their similarity is relatively low (they are mostly dark grey). As a result $K_{Fuzzy}$ is smaller than that of the 1988 base data.

Finally, the result map of the improved model still contains a large number of non-identical cells, however the similarity of these cells is relatively high (they are lighter grey). The resulting $K_{Fuzzy}$ is higher than that of the base data and therefore yields a positive validation of this model.

![Dublin 1998 validation data](image)

**Figure 14. Dublin 1998 validation data**
4 Discussion

By applying fuzzy set theory for the comparison of categorical maps it is possible to obtain a spatial and gradual analysis of similarity of two maps. The results from the comparison are basically in accordance with those of a visual inspection: it distinguishes minor deviations and fluctuations within similar areas from major deviations. The comparison method considers uncertainty and vagueness in the specification of the location of categories (fuzziness of location) as well as in the definition of the categories (fuzziness of category).

The values for similarity will range from 0 to 1. The average of all cells can be used as a measure of overall similarity of the two maps and also lies between 0 and 1. The comparison method yields results that are more gradual than those from other methods (kappa statistic or cell-by-cell comparison); hence it is more likely to give an adequate indication of small differences.

The introduction of the $K_{\text{Fuzzy}}$ statistic makes it possible to compare individual comparison results, and therefore makes it possible to rank a collection of maps according to similarity to

<table>
<thead>
<tr>
<th>Figure 15. Three comparison results from validation process</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Map" /></td>
</tr>
<tr>
<td>a. Dublin 1988 base data</td>
</tr>
<tr>
<td><img src="image3.png" alt="Map" /></td>
</tr>
<tr>
<td>b. Dublin 1998 model</td>
</tr>
<tr>
<td><img src="image5.png" alt="Map" /></td>
</tr>
<tr>
<td>c. Dublin 1998 improved model</td>
</tr>
</tbody>
</table>
a reference map. In the calculation of $K_{Fuzzy}$ the observed level of similarity is corrected for the statistically expected level of similarity. The derivation of expected similarity presented in this paper is valid for comparisons considering only fuzziness of location. Furthermore, the derivation assumes infinitely large maps. For small or irregular shaped maps and for comparisons that also involve fuzziness of category, $K_{Fuzzy}$ has not been derived yet. Instead of formally deriving the expected level of similarity it is also an option to apply Monte Carlo analysis of random generated maps. A general expression or procedure for calculation of $K_{Fuzzy}$ will be subject of further research.

The selection of the appropriate shape and size of the membership function deserves further research as well. These settings determine the tolerance of the comparison. It is expected that the appropriate tolerance is related to the uncertainty contained in the map. There are many sources of uncertainty for instance data quality, model complexity, spatial scale and definition of map categories. Once more is known about the relationship between uncertainty and fuzzy representation of maps, it will be worthwhile to further explore the possibilities of differentiation of fuzzy representation; the two maps that are compared can be subject to different membership functions, the neighbourhood radius may vary per category, for model results that look further in the future a larger tolerance may be used, and many other refinements can be considered.

The comparison methods can be of practical use in calibration procedures. The overall figure for similarity can be used directly to qualify model results. It is potentially more effective to incorporate the spatial results in the procedure and focus the model improvements on those areas or categories with the most severe disagreement.

The results of remote sensing and high-resolution spatial models can be assessed in more detail than before. Based upon the spatial comparison results it is possible to specify the discrepancies between observed data and model results. Furthermore the comparison map can be used to find correlations between similarity and other spatial occurrences (e.g. certain categories, distances from landmarks, geographical and political boundaries etc.).

The applicability of the method is not restricted to geographical problems; other fields of potential use are image analysis, pattern recognition and video image analysis.
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