Low-complexity Energy-efficient Resource Allocation for the Downlink of Cellular Systems

Fabien Héliot, Member, IEEE, Muhammad Ali Imran, Senior Member, IEEE, and Rahim Tafazolli, Senior Member, IEEE

Abstract—Energy efficiency (EE) is undoubtedly an important criterion for designing power-limited systems, and yet in a context of global energy saving, its relevance for power-unlimited systems is steadily growing. Equally, resource allocation is a well-known method for improving the performance of cellular systems. In this paper, we propose an EE optimization framework for the downlink of planar cellular systems over frequency-selective channels. Relying on this framework, we design two novel low-complexity resource allocation algorithms for the single-cell and coordinated multi-cell scenarios, which are EE-optimal and EE-suboptimal, respectively. We then utilize our algorithms for comparing the EE performance of the classic non-coordinated, orthogonal and coordinated multi-cell approaches in realistic power and system settings. Our results show that coordination can be a simple and effective method for improving the EE of cellular systems, especially for medium to large cell sizes. Indeed, by using a coordinated rather than a non-coordinated resource allocation approach, the per-sector energy consumption and transmit power can be reduced by up to 15% and more than 90%, respectively.
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I. INTRODUCTION

For decades, spectral efficiency (SE) has been one of the main criterion for designing reliable and scalable communication systems. In the current context of CO2 reduction and energy saving, energy efficiency (EE) is gradually becoming as important as SE for the development of future communication systems, e.g. LTE-advanced [1]. Although EE is nowadays a very trendy topic in communications [2]–[4], it is not by any means a new concept. Indeed, EE is already an important design criterion for power-limited as well as battery-driven systems and, consequently, many EE studies related to these topics can be found in the literature [5]–[7]. However, it still represents a new frontier for power-unlimited communication systems, such as cellular networks [8], [9]. This new interest in EE for power-unlimited systems can be explained by two factors; first, the ICT community aims at drastically decreasing its carbon footprint; second, network operators focus hard on reducing their operational costs. Adapting the energy consumption of such power-unlimited systems to their environment, i.e. channel conditions, user distributions, quality of service, etc., can be beneficial for meeting both these targets.

Such an adaptation can be performed through resource allocation and/or link adaptation by taking a full advantage of the channel state information. In the past, resource allocation has been extensively utilized for improving the SE or peak rate performance of communication systems [10], [11], but with little if any consideration about the energy consumption. With the growing importance of the EE as a system design criterion, EE-based allocation is gaining momentum over SE-based allocation [12]–[17]. When considering a transmission over a frequency selective channel in a single-cell scenario, or more generally the orthogonal multi-user channel (OMC), the SE-optimal power and rate allocation can simply be obtained through the classic water-filling algorithm [10], [18]. In order to obtain the EE-optimal resource allocation for the uplink of the OMC and, hence, saving user energy, the work in [13] proposed an iterative gradient search algorithm. This work assumed a linear power consumption model that served as a basis for its EE-based objective function. This work has then been revisited in [14] when considering a more complex power model. It has also recently been simplified and extended into a scheduling algorithm in [16]. Concerning the downlink of the OMC, a framework for optimizing the EE in an elastic traffic scenario has been introduced in [15]. Moreover, we have recently proposed an EE-based optimization framework for the broadcast channel in [17]. In a multi-cell context, multi-site coordination and cooperation [19], [20] can be beneficial to mitigate or even take advantage of the interference in the downlink of cellular systems and, thus, improve the SE and/or EE performance. For instance in [21] and [22], [23], SE-based coordinated resource allocation strategies have been developed for multi-cell OFDM and OFDMA systems, respectively.

In this paper, we propose an EE optimization framework for the downlink of cellular systems over frequency-selective channel. Relying on this framework, we design two novel low-complexity EE-based resource allocation algorithms for the single-cell and coordinated multi-cell scenarios. In the single-cell scenario, we propose an EE-optimal algorithm for the downlink of the OMC by taking into account the total energy consumed within the cell rather than solely the users’ power as in [13] and [14]. We prove the convexity of our objective function and derive the explicit formulations of the optimal users’ power and rate for the unconstrained as well as power and rate constrained cases. In turn, we use these expressions for demonstrating that equal power allocation is...
both the most energy and spectral efficient strategy over the OMC when the channel gain-to-noise ratio is high. Moreover, our algorithm does not rely on a time-consuming iterative method as in [13]: its complexity is similar to that of the water-filling method. In the coordinated multi-cell scenario, we propose a suboptimal algorithm by taking into account the total energy consumed within a cluster of cells. We prove the convexity of our objective function and use some symmetry considerations on the cellular planar layout to come up with a low-complexity algorithm based on the Newton-Raphson method.

The rest of the paper is organized as follows. Section II describes the downlink cellular EE framework, i.e. the cellular system and power models, which is then used to formulate our energy-based objective functions, i.e. by considering the Joule-per-bit metric. In Section III, we propose our EE optimization framework and demonstrate that under certain assumptions both constrained and unconstrained EE optimization problems can be greatly simplified, i.e., these multivariate problems can be transformed into single variate problems. Based on this framework, we propose two novel EE-based resource allocation algorithms for the downlink of cellular systems in Section IV. We then utilize our algorithms for comparing the non-coordinated, orthogonal and coordinated multi-cell approaches in realistic power and system settings. Our results indicate that coordination can be an effective method for improving the EE of cellular systems, in particular for medium to large cell sizes and when the main bulk of the users are close to their serving access point. Coordination can reduce the energy consumption and transmit power by up to 15% and more than 90%, respectively, in comparison with the non-coordinated approach. A preliminary version of this paper is available in [24]. Herein, we have generalized our EE optimization framework to multi-cell systems, extended our single-cell resource allocation algorithm for the rate constrained case, proposed a novel energy-efficient algorithm for the coordinated multi-cell scenario, and compared our energy-efficient strategies in a cellular layout.

II. CELLULAR SYSTEM EE FRAMEWORK

A. System Model

We consider the downlink of a planar cellular system, where sectorized base stations (BSs) with one antenna per sector communicate over a frequency-selective and block faded channel with user equipments (UEs) having a single antenna. More specifically, we consider a regular and symmetric cellular grid layout, as it is depicted in Fig. 1, where $M$ BSs serve $K$ UEs spread over $M = 3M$ sectors such that each sector contains $K_m$ users, with $K = \sum_{m=1}^{M} K_m$. Assuming that accurate channel state information is available at both BS and UE ends, the channel capacity per unit bandwidth of the $k$-th user within the $m$-th sector can be expressed as [25]

$$C_{m,k} = \log_2 \left(1 + \frac{g_{m,k}^{v(m)} p_{m,k}}{\Gamma(\sigma^2 + I_{m,k})}\right),$$

where $g_{m,k}^{v(m)}$ is the channel gain between the $v(m)$-th BS and the $k$-th user of sector $m$, $v(m) = \lceil m/3 \rceil$ with $\lceil \cdot \rceil$ being the ceil operator, such that the $n$-th BS serves UEs in sectors $3n-2, 3n-1$ and $3n$. In addition, $\sigma^2$ is the noise power, $I_{m,k}$ accounts for the interference and $\Gamma$ represents the signal-to-noise ratio gap between the channel capacity and a practical coding and modulation scheme as in [13]. Moreover, $m \in \mathcal{M} = \{1,\ldots,M\}$ and $k \in \mathcal{K}_m = \{1,\ldots,K_m\}$, where $\mathcal{M}$ and $\mathcal{K}_m$ are the sets of sector and user per sector indices, respectively. Conversely, the transmit power of the $k$-th user within the $m$-th sector, $p_{m,k}$, can be given based on (1) as

$$p_{m,k} = (2^{C_{m,k}} - 1) \left(\frac{g_{m,k}^{v(m)}}{\Gamma(\sigma^2 + I_{m,k})}\right).$$

Consequently, the total transmit power and sum-rate of the system can be respectively given by

$$P(\mathcal{C}) = \sum_{m=1}^{M} \sum_{k=1}^{K_m} (2^{C_{m,k}} - 1) \left(\frac{g_{m,k}^{v(m)}}{\Gamma(\sigma^2 + I_{m,k})}\right),$$

and

$$R_{\Sigma}(\mathcal{P}) = W \sum_{m=1}^{M} \sum_{k=1}^{K_m} \log_2 \left(1 + \frac{g_{m,k}^{v(m)} p_{m,k}}{\Gamma(\sigma^2 + I_{m,k})}\right),$$

where $\mathcal{P} = [p_{1,1}, \ldots, p_{M,K_{M}}, \ldots, p_{M,K_{M}}] \succeq 0$ and $\mathcal{C} = [C_{1,1}, \ldots, C_{m,k}, \ldots, C_{M,K_{M}}] \succeq 0$.

B. EE-SE trade-off and power consumption

The existence of a trade-off between EE and SE [26] implies that EE and SE cannot be optimized separately. Indeed, in order to jointly optimize these two quantities, one has first to obtain its EE-SE trade-off explicit expression and use it as an objective function. In theory, the EE-SE trade-off of a point-to-point communication system consuming a total power of $P_{\Sigma}$ Watt for achieving a total rate of $R_{\Sigma}$ bit/s over a bandwidth $W$ (Hz) can be formulated as [26]

$$\frac{E_b}{N_0} = C^{-1}(\mathcal{C}) \frac{C}{\mathcal{C}},$$

where only the radio frequency (RF) power of the transmitter is considered as consumed power, i.e. $P_{\Sigma} = P$. In addition, $E_b$ (Joule) is the transmitted energy per information bit, $N_0$
(Joule) is the noise spectral density, $C$ is the channel capacity per unit bandwidth of the system and $C^{-1}(C)$ is its inverse function such that $C^{-1}(C) = P/\sigma^2$, where $\sigma^2 = N_0W$.

In a traditional cellular system composed of BS and UE nodes, the total power consumption cannot be reduced only to the RF power. Notably, it has recently been indicated in various works [9], [27], [28] that the total consumed power of a BS accounts for various components such as a transceiver, power amplifier (PA), baseband interface, signal processing unit, power supply regulator and cooling system. These works have also shown that even though PAs are usually non-linear, the relation between the RF output power and BS total consumed power can be linearly abstracted as [9]

$$P_{\text{BS}} = \Delta_{\text{BS}}P + tP^c_{\text{BS}}, \quad (5)$$

where $\Delta_{\text{BS}}$ and $P^c_{\text{BS}}$ accounts for the RF dependent slope and circuit (fixed) power consumptions, respectively, and $t$ is the number of transmit antennas at the BS. In addition, the transmit power, i.e. RF output power, $P \in [0, tP_{\text{max}}]$ with $P_{\text{max}}$ being the maximum RF output power. As it has been indicated in [13], the total consumed power of an UE with one antenna can also be modeled via a linear relation, such that

$$P_{\text{UE}} = \Delta_{\text{UE}}P + P^c_{\text{UE}}. \quad (6)$$

Thus, the total power that is consumed by all the nodes in the cellular system for transmitting and receiving data can be linearly abstracted as

$$P_{\Sigma} = \Delta P(C) + P_c, \quad (7)$$

when assuming the power models in (5) and (6) for all the BSs and UEs in the system, respectively. Moreover, $\Delta = \Delta_{\text{BS}}, P_c = P_c(K) = MP^c_{\text{BS}} + \varsigma K P^c_{\text{UE}}$ or $\Delta = \Delta_{\text{UE}}, P_c = P_c(K) = K P^c_{\text{UE}} + \varsigma M P^c_{\text{BS}}$ in the downlink or uplink scenario, respectively, where $\varsigma$ characterizes the ratio between transmission and reception overhead powers with $0 \leq \varsigma \leq 1$. Intuitively, less overhead power is necessary for receiving than for transmitting signals.

According to (4), the energy consumption, $E_b$, or EE, $1/E_b$, is simply the ratio of the total consumed power to the sum-rate such that the EE-SE trade-off can be generalized as

$$E_b = \begin{cases} E_b(C) = \frac{\Delta P(C) + P_c}{W C^T} & \text{or} \quad (8a) \\ E_b(P) = \frac{\Delta P^T + P_c}{R_{\Sigma}(P)} & \text{for the whole cellular system, where } \mathbf{1} \text{ is a } 1 \times K \text{ vector of ones and } [.]^T \text{ is the transpose operator.} \end{cases}$$

### III. EE Optimization Framework

In this section, we first provide a framework for solving the unconstrained EE optimization problem in a simple manner by showing how to simplify it into a single variate problem under certain conditions. We then extend this framework to the power and rate constrained scenarios.

**A. Unconstrained Optimization**

**Theorem 1:** Assuming that:

1) $E_b$ in (8) is a convex function of $C$ or $P$;
2) The partial derivatives of each user interference are equal to each other, i.e. $\frac{\partial I_{m,k}}{\partial C_{m,k}} = \frac{\partial I_{m,k}}{\partial C_{m,k}^{-1}}$ and $\frac{\partial I_{m,k}}{\partial p_{n,k}} = \frac{\partial I_{m,k}}{\partial p_{n,k}}$ for any $(m,n) \in M^2$, $(k,l) \in K^2$, $m \neq n$ and $k \neq l$;
3) there is at least one active user in the system, e.g. the $l$-th user of sector $n$;

then the optimal unconstrained EE can be expressed solely as a function of the power or rate of the $l$-th user of sector $n$ such that

$$E^*_b = \frac{\Delta P(C^*_n) + P^*_c}{W K^* \bigg[ C^*_n + \log_2 \bigg( \Gamma \left( g_{n,l}^{(n)} \right) \bigg) - \beta \bigg]} \quad (9a)$$

$$E^*_b = \bigg[ \Delta K^* \bigg( p^*_{n,l} + \Gamma \left( g_{n,l}^{(n)} \right) \bigg)^{-1} - \alpha \bigg] + P^*_c \quad (9b)$$

$$R_{\Sigma}(p^*_{n,l})$$

$$P(C^*_n) = K^* \Gamma \left( g_{n,l}^{(n)} \right)^{-1} \alpha^2 + I_{n,l}, \quad \beta \bigg)$$

$$\alpha = \Gamma \sum_{m=1}^{M} \sum_{k} \left( g_{m,k}^{(n)} \right)^{-1} (\sigma^2 + I_{m,k}) \text{ and } (10c)$$

$$\beta = \sum_{m=1}^{M} \sum_{k} \log_2 \left( \Gamma \left( g_{m,k}^{(n)} \right) \bigg) - \beta \bigg) \text{.} \quad (10d)$$

Moreover, $C^*_n$ and $p^*_{n,l}$ are the optimal values of $C_{n,l}$ and $p_{n,l}$, respectively, $P^*_c = P_c(K^*), K^*$ is the optimal number of allocated users such that $K^* = \sum_{n=1}^{N} K_{n}^*$ with $1 \leq K^* \leq K_m$ for any $m \in M$, $K_{m}^* = |K_{m}^*|$ and $K_{m}^* = \{ k \in K_{m} | C_{m,k} > 0 \}$ is the optimal set of per-sector allocated user indices.

In other words, under the three conditions listed above, the multivariate problem of finding the optimal unconstrained EE can be transformed into a single variate problem, which can then be solved in a straightforward manner by using a binary search algorithm [18] for finding $K^*$. Note that equation (9) implicitly assumes the existence of at least one active user in the system, i.e. a user with a non-zero rate. Indeed, the energy consumption would go to infinity in (8) if no user is active in the system. Moreover, having sectors with no active user is not energy efficient either, and simple mechanisms can be used to disable temporarily such a sector [29], [30].

**Proof:** Assuming that $E_b$ is a convex function, it implies that there exists a unique $C$ and $P$ for which $E_b$ is optimal over its entire domain. Let $C^*$ and $P^*$ be these optimum values of $C$ and $P$, respectively, they then satisfy

$$\nabla E_b(C^*) = 0 \quad \text{and} \quad \nabla E_b(P^*) = 0$$

such that $\frac{\partial E_b(C^*)}{\partial C_{m,k}} = \frac{\Delta}{W C^T} - \frac{W P_{n,k}(C^*)}{(W C^T)^2} = 0$ and $\frac{\partial E_b(P^*)}{\partial p_{n,k}} = \frac{\Delta}{R_{\Sigma}(P^*)} - \frac{\sum_{l} \log_2 \left( \Gamma \left( g_{m,k}^{(n)} \right) \bigg) - \beta \bigg) \text{.} \quad (10d)$$

$$\nabla E_b(C^*) = 0 \quad \text{and} \quad \nabla E_b(P^*) = 0$$

such that $\frac{\partial E_b(C^*)}{\partial C_{m,k}} = \frac{\Delta}{W C^T} - \frac{W P_{n,k}(C^*)}{(W C^T)^2} = 0$ and $\frac{\partial E_b(P^*)}{\partial p_{n,k}} = \frac{\Delta}{R_{\Sigma}(P^*)} - \frac{\sum_{l} \log_2 \left( \Gamma \left( g_{m,k}^{(n)} \right) \bigg) - \beta \bigg) \text{.} \quad (10d)$$
for any \( m \in \mathcal{M} \) and \( k \in K^*_m \). Relying on the definition of \( P(C) \) in (3a), \( \frac{\partial R(S^*)}{\partial p_m,k} \) is equivalent to

\[
\sum_{i=1}^{M} \sum_{j \in K^*_i} \frac{\partial I_{i,j}}{\partial C_{m,k,i,j}} \left( g_{i,j}^{v(i)} \right)^{-1} \left( \sigma^2 + I_{m,k} \right) - \ln(2) \left( g_{i,j}^{v(m)} \right)^{-1} \left( \sigma^2 + I_{m,l} \right)
\]

\[
\times 2^{\gamma_{m,k}^*} \left( \sigma^2 + I_{m,k} \right) - \ln(2) \left( g_{n,l}^{v(n)} \right)^{-1} 2^{\gamma_{m,k}^*} \left( \sigma^2 + I_{m,l} \right)
\]

\[
+ \sum_{i=1}^{M} \sum_{j \in K^*_i} \frac{\partial I_{i,j}}{\partial C_{m,k,i,j}} \left( g_{i,j}^{v(i)} \right)^{-1} \left( \sigma^2 + I_{m,l} \right)
\]

which yields the following relation between \( C_{m,k}^* \) and \( C_{m,k}^\star \)

\[
C_{m,k}^\star = C_{m,k}^* + \log_2 \left( g_{n,l}^{v(m)} \left( \sigma^2 + I_{m,l} \right) \right)
\]

if \( \frac{\partial I_{n,l}}{\partial C_{m,k,i,j}} = \frac{\partial I_{n,l}}{\partial C_{m,k,i,j}} \) for any \( (m,n) \in \mathcal{M}^2 \) and \( k \neq l \). Similarly, relying on the definition of \( R(S^*) \) in (3b), \( \frac{\partial R(S^*)}{\partial p_m,k} \) yields

\[
p_{m,k}^* = p_{n,l}^* + \sum_{i=1}^{M} \sum_{j \in K^*_i} \left( g_{i,j}^{v(i)} \right)^{-1} \left( \sigma^2 + I_{m,l} \right) - \left( g_{i,j}^{v(m)} \right)^{-1} \left( \sigma^2 + I_{m,l} \right)
\]

if \( \frac{\partial I_{n,l}}{\partial C_{m,k,i,j}} = \frac{\partial I_{n,l}}{\partial C_{m,k,i,j}} \) for any \( (m,n) \in \mathcal{M}^2 \) and \( k \neq l \). We then obtain that \( P(C^{\star}) = P(C_{n,l}^\star) \) in (10a) and \( R(S^*) = R(S(p_{n,l}^*)) \) in (10b) by inserting (12) and (13) into (3a) and (3b), respectively. Next, equations (9a) and (9b) are obtained by inserting the latter results as well as (12) and (13) into (8a) and (8b), respectively.

### B. Constrained Optimization

Thus far, we have shown that the EE optimization problem can be greatly simplified in the unconstrained case; in the following, we discuss the power and rate constrained cases.

Assuming a per-sector transmit power constraint, the EE optimization problem is given by

\[
\min_{\mathcal{P}} E_b(P)
\]

s.t. \( P \geq 0, P_m^1 T \leq P_{\text{max}}, \forall m \in \mathcal{M} \)

where \( P_m = [0^1 \times \varphi_m, P_m, 1, \ldots, P_m, K_m, 0^1 \times (K - \varphi_m - K_m)] \) is the per-sector vector of transmit power, \( \varphi_m = \sum_{i=1}^{m-1} K_i \) and \( 0^1 \times \varphi_m \) is a \( 1 \times \varphi_m \) vector of zeros. As long as the unconstrained optimal per-sector total power, \( P_m^1 T \), is below \( P_{\text{max}} \) for any sector, then the EE optimization problem in (14) is equivalent to the unconstrained problem, which can be possibly solved by using (9b). At the other extreme, if all the antennas of all the BSs transmit at full power then \( P_m^1 T = M P_{\text{max}} \) in (8b) and \( E_b(P) \) is equivalent to \( \frac{M \Delta P_{\text{max}}}{P_{\text{S}}^b} \) such that (14) reverts to maximizing \( R(S^*) \) subject to \( P_m^1 T = M P_{\text{max}} \), i.e. a classic SE maximization problem, which can be solved via the water-filling method in absence of interference (see example 5.2 of [18]). In the first stage of the method, Karush-Kuhn-Tucker (KKT) conditions are utilized to obtain the following equality

\[
\frac{\partial R(S^*)}{\partial p_m,k} = \nu^*,
\]

where \( \frac{\partial R(S^*)}{\partial p_m,k} = W \ln(2) \left( g_{n,l}^{v(m)} + \sigma^2 \left( \frac{v(m)}{g_{n,l}^{v(m)}} \right)^{-1} \right) \) in absence of interference and \( \nu^* \) is the Lagrange multiplier for the equality constraint. Consequently, the optimal per-user power allocation is given by

\[
p_{m,k}^* = \left[ W \ln(2) \left( g_{n,l}^{v(m)} + \sigma^2 \left( \frac{v(m)}{g_{n,l}^{v(m)}} \right)^{-1} \right) \right],
\]

where \( \nu^* \) represents the water-level and \( [x]_+ = \max\{x, 0\} \). Comparing equations (15) with (11b) indicates that the unconstrained EE optimization problem can be solved in a similar manner as in (16), but where \( \nu^* = E_b^\star \Delta^{-1} \) such that \( E_b^\star \Delta^{-1} \) acts as a water-level.

Similarly, when assuming a per-sector sum-rate constraint, the EE optimization problem is given by

\[
\min_{\mathcal{C}} E_b(C)
\]

s.t. \( C \geq 0, W C_m^1 T \geq R_{\text{min}}, \forall m \in \mathcal{M} \)

where \( C_m = [0^1 \times \varphi_m, C_{m,1}, \ldots, C_{m,K_m}, 0^1 \times (M - \varphi_m - K_m)] \) is the per-sector vector of channel capacity per unit bandwidth. Following the same analysis as in the power-constrained case, as long as \( W C_m^1 T \) is above \( R_{\text{min}} \) for any sector then (17) is equivalent to the unconstrained problem. However, in the case that all the sectors achieve only the minimum sum-rate, \( W C^1 T = M R_{\text{min}} \) in (8a) and \( E_b(C) \) is equivalent to \( \frac{M \Delta P_{\text{max}}}{P_{\text{S}}^b} \) such that the optimization problem in (17) reverts to minimizing \( P(C) \) subject to \( W C^1 T = M R_{\text{min}} \), i.e. a classic power minimization problem, which can also be solved via water-filling in absence of interference.

The EE optimization problem becomes either a joint EE/rate or EE/power problem when either some antennas transmit at less than full power or some sectors achieve more than the minimum sum-rate, respectively. Thus, EE optimization is a generalization of both SE and power optimizations such that the global optimal EE solution is the optimal unconstrained EE solution. Enforcing rate or power constraints on EE can provide either a SE or power optimal solution, which is however only suboptimal in terms of EE. In other words, in an ideal energy-efficient system, no antennas should transmit at full power for meeting and keeping quality of service.

### IV. USE CASE SCENARIOS

In the previous section, we proposed a generic EE optimization framework for the downlink of cellular systems. We apply it here for designing low-complexity EE-based resource allocation algorithms in two specific scenarios: single-sector/cell with no interference and multi-sector/cell coordination.

#### A. Single-cell EE optimization

Optimizing the EE of the whole cellular system requires that each BS knows the channel gain and interference of all the

\[
\Delta P^* + P^* \frac{\partial R(S^*)}{\partial p_m,k} = 0.
\]
any realistic assumption would be to consider that each BS knows in the sector/cell; whereas, \( \chi \) which corresponds for instance to the sum-rate of a point-to-point transmission over a closed-loop multi-input multi-output channel with \( K \) eigenmodes as well as of a \( K \)-user OFDMA transmission over a frequency-selective and block faded channel. We refer this scenario as OMC scenario.

1) Convexity of \( E_b \): Since \( I_{1,k} = 0 \) for any \( k \in K \), then assumption 2) of Theorem I is clearly satisfied. Moreover, \( E_b \) in (8a) simplifies to

\[
E_b(C) = Af(C)g(C)^{-1}
\]

in the OMC scenario, where

\[
f(C) = B + \sum_{k=1}^{K} (2^{C_k} - 1) g_k^{-1} \text{ and } g(C) = \sum_{k=1}^{K} C_k.
\]

In addition, \( A = W^{-1} \Gamma \sigma^2 \Delta \) and \( B = \frac{\rho}{\Gamma \sigma^2} \). The function \( g(C)^{-1} \) is log-convex if \( C_l > 0 \), i.e., at least one user is active in the sector/cell; whereas, \( f(C) \) is log-convex for \( C_l > 0 \) and \( P_c \geq \Delta \alpha \), as it is proved in the Appendix. Hence, \( E_b(C) \) in (19) is a log-convex and, thus, convex function such that assumption 1) of Theorem I is satisfied.

2) Unconstrained EE optimization: Since equality (11a) holds in the OMC scenario, it yields

\[
E_b^* = A \ln(2) g_l^{-1} 2^{C_l^*},
\]

Inserting (21) in the left side of equality (9a) allows us to re-expressed the latter solely as a function of \( C_l^* \), such that the \( l \)-th user unconstrained EE-optimal channel capacity per unit bandwidth over the OMC can explicitly expressed as

\[
C_l^* = \frac{1}{\ln(2)} \left[ W_0 \left( \frac{(P_c^* - \Delta \alpha)}{K^* \Gamma \sigma^2 \Delta} + \frac{\ln(2) g_l^*}{\Gamma \sigma^2} \right) + 1 + \ln(2) g_l^* + \frac{\beta \Gamma \sigma^2}{K^*} \right]^{1/(\ln(2))},
\]

where \( \chi = K^* \sigma^2 2^{-\beta / K^*} = (\prod_{k \in K^*} g_k^{1/K^*}) \) and \( W_0 \) denotes the real branch of the Lambert function \( \chi \) \cite{31}. Following the same process but using (11b) and (9b) instead of (11a) and (9a), the \( l \)-th user unconstrained EE-optimal transmit power can be explicitly formulated as

\[
p_l^* = e \left( \frac{(P_c^* - \Delta \alpha) \chi^{-1}}{K^* \Gamma \sigma^2 \Delta} + 1 + \ln(2) g_l^* \right) - \Gamma \sigma^2 g_l^{-1}.
\]

3) Power constrained EE optimization: In the case that the optimal unconstrained transmit power is equal or greater than \( P_{\text{max}} \), the optimal constrained transmit power then becomes \( P_{\text{max}} \), such that \( P(C^*) = P_{\text{max}} \). Consequently, (10a) can be re-expressed as \( P_{\text{max}} = K^* \Gamma \sigma^2 g_l^{-1} 2^{C_l^*} - \alpha \) for \( M = 1, K = K_1 \) and \( I_{1,k} = 0, \forall k \in K \), which in turn implies that the \( l \)-th user power constrained EE-optimal channel capacity per unit bandwidth is given by

\[
C_l^* = \log_2 (g_l(P_{\text{max}} + \alpha)) - \log_2 (K^* \Gamma \sigma^2).
\]

4) Rate constrained EE optimization: In the case that the optimal unconstrained sum-rate is equal or lower than \( R_{\text{min}} \), then \( R_2^*(P^*) = R_{\text{min}} \). Consequently, (10b) can be re-expressed as \( R_{\text{min}} = W(K^* \log_2 (p_l^* + \Gamma \sigma^2 g_l^{-1}) - \beta) \), which in turn implies that the \( l \)-th user rate constrained EE-optimal transmit power is given by

\[
p_l^* = 2^{\frac{\rho}{\Gamma \sigma^2} (\log_2 (\frac{R_{\text{min}}}{\beta}) + \frac{\rho}{\Gamma \sigma^2})} - \Gamma \sigma^2 g_l^{-1}.
\]

5) EE optimization algorithm: In order to obtain the optimal unconstrained or constrained \( C_l^* \) and \( p_l^* \) via the explicit expressions in (22), (23), (24) and (25), \( K^* \) has to be known. Let \( \pi \) be the user index order, with \( \pi = (\pi_1, \ldots, \pi_K) \) denotes a permutation of \( K \), such that user \( \pi_1 \) and \( \pi_2 \) are the users with the largest and smallest channel gains, respectively. Given that at least one user is active in the cell, it leads to \( C_{\pi_1} > 0 \) as well as \( C_{\pi_1}^* > 0 \) with \( \pi_1 \in K^* \) and, hence, \( K^* > 1 \). Moreover, the following inequality

\[
P_{\pi}(U) = \sum_{k=1}^{U} g_{\pi_k}^{-1} - U \left( \prod_{k=1}^{U} g_{\pi_k} \right)^{-\frac{1}{\beta}},
\]

which is a direct consequence of the fact that the domain of \( W_0 \) is lower bounded by \( e^{-1} \), can be used for obtaining \( K^* \). Starting from \( U = K \) and decrementing \( U \) by 1 as long as the inequality in (26) is not satisfied, a trimmed set of index \( K \setminus \{ \pi_{U}, \ldots, \pi_K \} \) is obtained. This set is then further trimmed by removing the user index for which the inequality \( C_{\pi U}^* > 0 \) or \( p_{\pi U}^* > 0 \) does not hold. Overall, our simple procedure for optimizing the unconstrained or constrained EE in the single-cell scenario is summarized below in Algorithm 1.

**Algorithm 1 Fast Algorithm for optimizing the EE over the OMC channel (FAME-OMC)**

1. **Inputs**: \( P_{\text{max}}, R_{\text{min}}, P_c, \Delta, W, \sigma^2, \Gamma, K \) and \( g = [g_1, \ldots, g_K] \);
2. **Obtain** \( \pi \) by sorting \( g \) in descending order;
3. **Set** \( U = K \);
4. **while** \( \frac{P_{\pi}(U)}{\Gamma \sigma^2} \Delta \leq \sum_{k=1}^{U} g_{\pi_k}^{-1} - U \left( \prod_{k=1}^{U} g_{\pi_k} \right)^{-\frac{1}{\beta}} \) **do**
5. **Set** \( U = U - 1 \);
6. **end while**
7. **Set** \( \sigma^* = (\pi_1, \ldots, \pi_U) \) and \( \pi^* \) via (22) and (23);
8. **while** \( C_{\pi U}^* < 0 \) **do** \( \{\text{unconstrained}; C_{\pi U}^* \text{ via (22)}\} \);
9. **Set** \( U = U - 1 \); \( \text{Update } \alpha \text{ and } \beta \text{ in (10c) and (10d)}; \)
10. **end while**
11. **Set** \( K^* = (\pi_1, \ldots, \pi_U) \) and get \( C^* \) via (22) and \( P^* \) via (23);
12. **if** \( P(C^*) \geq P_{\text{max}} \) **then** \{**Power constraint**\}
13. **while** \( C_{\pi_U}^* < 0 \) **do** \( \{C_{\pi U}^* \text{ via (24)}\} \);
14. **Set** \( U = U - 1 \); \( \text{Update } \alpha \text{ in (10c) and (10d)}; \)
15. **end while**
16. **Set** \( K^* = (\pi_1, \ldots, \pi_U) \) and get \( C^* \) via (24) and \( P^* \) via (23);
17. **else if** \( R_2(P^*) \leq R_{\text{min}} \) **then** \{**Rate constraint**\}
18. **while** \( p_{\pi U}^* \leq 0 \) **do** \( \{p_{\pi U}^* \text{ via (25)}\} \);
19. **Set** \( U = U - 1 \); \( \text{Update } \beta \text{ in (10c) nd (10d)}; \)
20. **end while**
21. **end while**
22. **end if**
23. **Obtain** \( E_b^* \) via (9a) or (9b);
6) EE optimization insights: As far as the optimization of the sum-rate over the OMC is concerned, it is well-known that the optimal SE-based power allocation strategy is obtained via water-filling [10] such that $p_k^* = \frac{P_{\text{max}}}{K}$. Hence, the most spectral efficient power allocation is equal power allocation when $\Gamma \sigma^2 g_k^{-1} \ll 1$, i.e., when the channel gain-to-noise ratio is high, such that $p_k^* = \frac{P_{\text{max}}}{K}$. Similarly, inserting (21) in (2), it turns out that

$$p_k^* = \left[ \ln(2) \Delta - \Gamma \sigma^2 g_k^{-1} \right]_+,$$

which clearly indicates that equal power allocation is also the most energy efficient power allocation when $\Gamma \sigma^2 g_k^{-1} \ll 1$, such that $p_k^* = \ln(2) \Delta W E_b^*$, which reverts to $p_k^* = \frac{P_{\text{max}}}{K}$ when $E_b^* \geq \ln(2) \Delta (W/K)^{-1} P_{\text{max}}$.

In Fig. 2, we depict the optimal energy-per-bit and per-user transmit power for $P_c = 130$ W, $\Delta = 4.7$, $P_{\text{max}} = 5$ W, $N_0 = W = 1$, $\Gamma = 1$, $K = 5$ users, and the channel gain values $g = \delta[0.1, 0.2, 0.3, 0.4, 0.5, 1]$, where $\delta$ varies from 1 to 1000. In the lower part of the graph, it can clearly be seen that as $\delta$ increases, or equivalently as the channel gain-to-noise ratio increases (since $\sigma^2$ is fixed), as the optimal per-user power allocation converges first towards $p_k^* = \frac{P_{\text{max}}}{K}$ for $\delta$ up to 680 and then towards $p_k^* = \ln(2) \Delta W E_b^*$ thereafter. The transition begins when $E_b^*$ becomes lower than $\ln(2) \Delta (W/K)^{-1} P_{\text{max}}$ in the upper part of the graph. Thus, it is in line with our analysis and confirms that equal power allocation is the most energy efficient power allocation over the OMC when the channel gain-to-noise ratio is high.

B. Multi-sector EE optimization

In the previous subsection, we assumed that no inter-sector interferences occur. In a realistic cellular system, interferences do occur between sectors of different BSs and one practical way to mitigate them is coordination [20]. In the cellular layout of Fig. 1, any given user is surrounded by at least three BSs, i.e., its own serving BS and two closest neighboring BSs. As a result, within the perimeter delimited by the thick black line in Fig. 1, i.e., a cluster of three sectors of three different BSs, the main bulk of the downlink interferences that are experienced by a UE in one of the sectors will arise from its two closest non-serving BSs. In order to improve the EE of cellular systems but with limited feedback, i.e., when assuming that each serving BS has some knowledge about the channel between itself and its own users as well as between the two other non-serving BSs and its own users, we develop a low-complexity energy-efficient optimization algorithm for coordinating the resource allocation within a cluster of three adjacent sectors. Note that the pattern in Fig. 1 can be repeated over the whole cellular system and, without loss of generality, we discuss the coordinated EE optimization for one of this cluster.

Numbering the light, medium and dark grey colored sectors within the cluster of adjacent sectors as sector 1 of BS 1, sector 2 of BS 2 and sector 3 of BS 3, respectively, the interferences that are generated by the non-serving BSs towards the $k$-users of sector $m$ can be formulated as

$$I_{m,k} = \sum_{i=1, i \neq m}^{M} P_i T g_{m,k}^i,$$

where $M = 3$. Furthermore, we assume that users are uniformly distributed (UD) within each sector and each sector has the same number of users. As this number goes to infinity, as the likelihood of having users in different sectors with similar relative positions towards their serving BS and the two non-serving BS increases, such that $d_{1,k}^1 \approx d_{2,k}^2 \approx d_{3,k}^3$, $d_{2,k}^1 \approx d_{3,k}^2 \approx d_{1,k}^3$ and $d_{3,k}^1 \approx d_{1,k}^2 \approx d_{2,k}^3$. Thus, it is expected that the $k$-th user channel gain of each sector asymptotically verifies $g_{1,k}^1 \approx g_{2,k}^2 \approx g_{3,k}^3$, $g_{2,k}^1 \approx g_{3,k}^2 \approx g_{1,k}^3$ and $g_{3,k}^1 \approx g_{1,k}^2 \approx g_{2,k}^3$ when considering a distance dependent path-loss for $g_{m,k}^i$. In this symmetric scenario, it then makes sense in terms of fairness to allocate the same amount of transmit power to each BS, such that (28) simplifies to

$$I_k = P_1 T G_k,$$

where $P = P_1$ and $G_k = \sum_{i=2}^{M} g_{1,k}^i$. Using this assumption, $P(C)$ in (3a) can be rewritten as

$$P(C) = P_1 T \frac{\Gamma \sum_{k=1}^{K} (2c_k - 1) g_k^{-1} \sigma^2}{1 - \Gamma \sum_{k=1}^{K} (2c_k - 1) g_k^{-1} G_k}$$

by inserting (29) in (3a). Because of the perfect symmetry, the interference that is experienced by user $k$ of each sector will be identical. Thus, optimizing the transmit power and rate of one of the sectors will at the same time optimize the resource allocation of the two other sectors. However, the limitation of using (28) instead of (29) for modeling the inter-sector interference is that the equality in (29) only holds if the system is perfectly symmetric in terms of channel gains, which can only be the case in theory; in practice (29) is only an approximation of (28), which is likely to be accurate for large numbers of UD users in each sector, making the optimization method suboptimal. By contrast, the major advantage of (29) over (28) is that it greatly simplifies the optimization problem.
Indeed, (29) satisfies assumption 2) of Theorem 1 and, hence, the EE optimization framework of Section III can be directly applied to solve this optimization problem in a low-complexity manner as long as the convexity condition also holds.

1) Convexity of $E_b$: Inserting (30) into (8a), the per-sector $E_b$ can be re-formulated as

$$E_b(C) = A[f(C) + B[h(C) - 1]]g(C)^{-1} h(C)^{-1}$$

in the coordinated multi-cell scenario, where $h(C) = 1 - \Gamma \sum_{k=1}^{K} (2^{\kappa - 1}) g_k^\alpha G_k$ and $f(C)$ as well as $g(C)$ are given in (20). It can be shown (see proof the Appendix) that both $E_b$ in (31) is log-convex and, hence, convex, as long as $C \geq 0$, $C_1 > 0$, $h(C) > 0$, $f(C) + B[h(C) - 1] > 0$ and $P_c \geq \Delta_\alpha$.

2) Unconstrained EE optimization: Inserting (12) into (10a), we can express $C^*_b$ solely as a function of the EE-optimal transmit power $P(C^*) = P^*1^1 = P^*$ such that

$$C^*_b = \log_2(P^* + \alpha(P^*)) - \log_2(K^\alpha \Gamma g_1^{-1}(\sigma^2 + P^* G_k))$$. (32)

Inserting (32) into (9a), the latter can be re-expressed solely as a function of $P^*$ such that

$$E_b = E_b(P^*) = \frac{\Delta P^* + P^*}{\log_2 \left( P^* + \alpha(P^*) \right) - \beta(P^*)}$$, (33)

where $\alpha(P^*) = \Gamma \sum_{k=1}^{K} \log_2 \left( \Gamma g_k^{-1}(\sigma^2 + P^* G_k) \right)$ and $\beta(P^*) = \sum_{k=1}^{K} \log_2 \left( \Gamma g_k^{-1}(\sigma^2 + P^* G_k) \right)$ according to (10c), (10d), and (29). The problem of finding $P^*$ can then be simply solved by using a modified line search algorithm knowing that $\partial E_b(P^*) = 0$ (see Algorithm 2).

3) Constrained EE optimization: The optimal power-constrained EE can be straightforwardly obtained by inserting $P^* = P_{\text{max}}$ in (33); whereas, in the rate-constrained case

$$R_{\text{min}} = W \left[ K \log_2 \left( \frac{P^* + \alpha(P^*)}{K^\alpha} \right) - \beta(P^*) \right]$$, (34)

and, thus, a simple line search on $P^*$ can be performed for solving (34). Then, the optimal rate-constrained EE can be directly obtained by inserting the result of (34) into (33).

4) Practical considerations for coordinated EE optimization: The perfect symmetric scenario that has previously been described for simplifying the coordinated multi-cell EE optimization is not realistic. However, in a realistic scenario, user ordering and grouping can be used at the BS for mimicking this scenario. For instance, each BS can order their users in descending order according to the amplitude of their channel gains and, then, the average user channel and interferer gains can be computed as

$$\tilde{g}_{\pi_k} = \frac{1}{3} \sum_{m=1}^{3} g_{m,\pi_k}^m$$ and $\tilde{G}_{\pi_k} = \frac{1}{3} \sum_{m=1}^{3} \sum_{n \neq m} g_{n,\pi_k}^n$. (35)

Next, $g_k$ and $G_k$ can be replaced by $\tilde{g}_{\pi_k}$ and $\tilde{G}_{\pi_k}$ in (30) for optimizing the EE. Using averaged instead of actual channel gains is clearly suboptimal, but it becomes more reliable as the number of users increases, as it is indicated in Fig. 3.

In order to show the reliability of our multi-cell EE optimization algorithm, i.e. the Fast Algorithm for optMizing the EE in the Coordinated Multi-Cell scenario (FAME-CMC) in Algorithm 2, we compare in Fig. 3 the per-sector $E_b$ values returned by our FAME-CMC algorithm and the Matlab “fmincon” function averaged over 1000 runs against the number of users in symmetric and non-symmetric (uniform) channel gain conditions. In the symmetric scenario, we deliberately set $g_{1,k}^1 = g_{2,k}^2 = g_{3,k}^3$, $g_{2,k}^1 = g_{3,k}^2 = g_{1,k}^3$ and $g_{3,k}^1 = g_{1,k}^2 = g_{2,k}^3$ for any $k$ user. We rely on the power and system model parameters of Table I and set $\Gamma = 1$ as well as $\varsigma = 0.5$ for plotting these graphs, where the path-loss dependent channel gain between the $v(m)$-th BS and the $k$-th user of sector $m$ is expressed as

$$y_{v(m),k} = 10 \left( \varsigma_{\text{trans}} - \text{PL}(z_{m,k}) \right) / 10$$. (36)

In (36), $G_{\text{TXR}_k}$ is the antenna gain of the BS-UE transmission and $\text{PL}(d) = \text{Ph}_{\text{LOS}}(d) \text{PL}_{\text{LOS}}(d) + (1 - \text{Ph}_{\text{LOS}}) \text{PL}_{\text{NLOS}}(d)$ is the distance dependent path-loss function. In addition, $\text{PL}_{\text{LOS}}(d)$ and $\text{PL}_{\text{NLOS}}(d)$ are the LOS and non-LOS (NLOS) path-loss functions, respectively, and $\text{Ph}_{\text{LOS}}$ is the line-of-sight (LOS) probability, whose values can be found in Table 27 of [32].
TABLE I
SIMULATION PARAMETER VALUES

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{BS}$</td>
<td>130 W</td>
</tr>
<tr>
<td>$P_{UE}$</td>
<td>100 mW</td>
</tr>
<tr>
<td>$R_{max}$</td>
<td>20 W</td>
</tr>
<tr>
<td>BS [9]</td>
<td></td>
</tr>
<tr>
<td>ISD = 2 km</td>
<td></td>
</tr>
<tr>
<td>ISD = 500 m</td>
<td></td>
</tr>
<tr>
<td>$\Delta h_{1}$</td>
<td>4.7</td>
</tr>
<tr>
<td>$h_{BS}$</td>
<td></td>
</tr>
<tr>
<td>$h_{av}$</td>
<td></td>
</tr>
<tr>
<td>$W_{St}$</td>
<td></td>
</tr>
<tr>
<td>$b_{UT}$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Per-sector unconstrained $E_b$ vs. the number of users in symmetric and uniform channel gain conditions.

Note that we considered here the urban macro (UMa) setting in Table 27 of [32]. The results of our FAME-CMC algorithm and “fmincon” based on (31) in the upper part of Fig. 3 tightly match each other, which numerically confirms the reliability of our algorithm as well as the convexity of (31). We also compare our algorithm with “fmincon” based on (8b) and (28) with a Jain’s fairness constraint [33] of 2/3 in both the symmetric and non-symmetric channel gain scenarios in the upper and lower parts of Fig. 3, respectively. The results confirm the sub-optimality of our algorithm; “fmincon” returns lower $E_b$ values than our algorithm, however, the performance gap between the two algorithms decreases with the number of users. Thus, in line with our expectation, the reliability of our FAME-CMC improves with the number of users.

V. NUMERICAL RESULTS AND DISCUSSIONS

In order to demonstrate the EE of our coordinated multi-cell approach, we benchmark it against the non-coordinated and orthogonal resource allocation (RA) approaches within a cluster of three adjacent cells (see Fig. 1). In the non-coordinated approach, i.e. full reuse case, we consider that all the three sectors share the same bandwidth $W$ and allocate their resources by using the single-cell optimization of Section IV-A, i.e. the Fast Algorithm for optiMizing the EE over the OMC channel (FAME-OMC), without being aware of interferences from other cells. In the coordinated approach, again all the three sectors share the same bandwidth $W$, but resources are allocated by using the multi-cell optimization method of Section IV-B, i.e. FAME-CMC, such that interferences from other cells are taken into account. Finally, in the orthogonal approach, i.e. no reuse case, each sector has a bandwidth of $W/3$ to avoid any inter-cell interference and the resource is allocated on a per-sector basis via FAME-OMC. We rely here on the same power and system model parameters as in Fig. 3 (see Table I). Note that the extra energy consumption due to the coordination process has not been included in our power model. Our results, which have been obtained through Monte-Carlo simulations, depict the per-sector values of the energy consumption, sum-rate and BS transmit power averaged over 10000 runs for each of the three RA approaches.

Intuitively, coordination has a great potential for power and energy savings; indeed, reducing transmit power will reduce interferences, which in turn will counterbalance the loss of rate due to power reduction and, hence, decrease the energy consumption. For instance, let us assume that each sector has one user, i.e. $K = 1$, that is placed in the middle of the sector in Fig. 1 such that the distance of the user to its serving BS is $d_{m,1} = ISD$ and to its two closest BSs is $d_{m,1}^{(m)} = 2ISD/3$ and $d_{m,1}^{(m+1)} = \sqrt{(\frac{\sqrt{3}ISD}{2})^2 + (ISD/6)^2}$ for any $m \in \{1, 2, 3\}$, where $\tau(m) = m \mod \{3\} + 1$, $\mod \{\}$ is the modulo operator and ISD stands for inter-site distance, the distance between BSs. Relying on the pathloss model described in (36) and the values of Table I, these distances correspond to the following channel gains of $g_{m,1}^{(m)} \approx 10^{-9}$, $g_{m,1}^{(m+1)} \approx 5.10^{-11}$ and $g_{m,1}^{(m+1)} \approx 10^{-13}$ for an ISD of 500 m; whereas, the noise power is such that $\sigma^2 = 3.10^{-13}$. Inserting these values in (1) for $p_{1,1} = p_{2,1} = p_{3,1} = P = 20$ W, that transmitting at full power provides a maximum SE of 4.14 bit/s/Hz per sector with a total consumed power of about 224 W; whereas, transmitting at $P = 0.1$ W gives a SE of 4.08 bit/s/Hz per sector with a total consumed power of about 130.5 W. Hence, the energy consumption at full power is about 54 J/bit, whereas the energy effort at $P = 0.1$ W is about 32 J/bit. Thus, a reduction of 40% in energy consumption can be achieved through coordination by willing to trade-off 2% of the SE in this simple example.

In Fig. 4, we compare the three RA approaches that are described above as a function of the ISD for $K = 10$ users per sector. Undoubtedly, coordination is really effective for reducing the transmit power at the BS; in this scenario, the latter is reduced by at least 77% and more than 90% for small and large ISDs, respectively, in comparison with the orthogonal and non-coordinated approaches. In terms of sum-rate, it can be noted that the coordinated approach has a small advantage over the non-coordinated scheme and that the orthogonal method performs better for small to average...
of the number of users per sector for ISD = 500 m and two different power model values as well as user distributions.

results first indicate that our coordinated approach is again really effective for reducing the transmit power at the BS and that it always outperforms the non-coordinated approach for any of the three metrics. In this particular system parameters’ setting, the noise power is in the order of \((1/K)10^{-13}\) W, whereas the amplitude of the channel gain of a user near the cell edge, i.e. at \(d_k = ISD/2\) m, is in the order of \(10^{-10}\). Thus, \(\Gamma^2g_k^{-1} \ll 1\) in this setting and, hence, equal power allocation is the EE-optimal power allocation for the orthogonal approach according to (27). Consequently, we expect that \(p_k^* \simeq (\ln(2)\Delta)^{-1}(W/(3K))E_b^*\) and \(R_S \simeq \frac{W}{3K}\sum_{k=1}^{K-1}\log_2(1 + g_k(\ln(2)\Delta\Gamma N_0)^{-1}E_b^*))\) such that the per-sector total transmit power, sum-rate and energy-per-bit are near-invariant with \(K\) in the orthogonal method when the users are UD. Whereas, extra users implies extra interferences for both the non-coordinated and coordinated approaches such that their sum-rate and \(E_b\) performances degrade with the number of users. As a result, the coordinated approach is only more energy efficient than the orthogonal approach for up to \(K = 15\) users. It can also be remarked that as \(K\) increases as the gap between the non-coordinated and coordinated approaches increases, which graphically confirms that the reliability of our approach improves with the number of users.

In Fig. 6, we assess the effects of user distributions and power parameter values on the energy-per-bit performance of the same three approaches for ISD = 500 m. In addition to the UD, we introduce a biased distribution (BD) of users where all the users in a sector are uniformly distributed within a radius of ISD/3 instead of a radius of ISD/2 for UD. In other words, more users are closer to their serving BS in BD. Consequently, a lower energy consumption is achieved by all the three approaches when using BD rather than UD. More interestingly, the coordinated approach outperforms the orthogonal scheme for a wider range of users, up to \(K = 50\), which emphasizes

ISDs. The smaller the cell is, the stronger is the interference from other neighboring cells and, thus, avoiding interference is preferable in that case. Having a very good transmit power reduction capability and edging the non-cooperative approach in terms of sum-rate, the coordinated RA method reduces the energy consumption by 10 to 15% in comparison with the latter. The coordinated approach outperforms as well the orthogonal approach in terms of \(E_b\) for ISDs around 500 m as well as above 1.1 km. Note that the distortion in the shape of the curves occurring at an ISD of around 650 m is due to a breakpoint in the path-loss model.

In Fig. 5, we compare the same approaches as a function of the number of users per sector for ISD = 500 m. The
that the coordinated approach is more suitable for serving users within a radius of ISD/3 from their own BS rather than cell edge users. Modifying the power parameters such that $\Delta_{BS} = 6.5$ and $h_{BS}^{p} = 70$ W also increases the range of $K$ values for which the coordinated method outperforms the orthogonal approach. Since the coordinated approach has a very low power consumption, increasing the slope of the power model favors the coordinated scheme over the two other RA approaches in terms of total consumed power and, in turn, this widens the relative $E_{th}$ performance gap between these approaches.

VI. CONCLUSION

In this paper, a framework for optimizing the EE in the downlink of a planar cellular system over a frequency-selective and block faded channel has been proposed. We have demonstrated that both constrained and unconstrained EE optimization problems can be greatly simplified under the three assumptions of Section III-A, leading us to the design of one simple and optimal EE-based resource allocation algorithm for the single-cell scenario and one low-complexity and suboptimal EE-based algorithm for the coordinated multi-cell scenario. In the single-cell scenario, we have derived the explicit formulations of the optimal users’ power and rate that minimize the energy consumption of the system for the unconstrained as well as power and rate constrained cases. In turn, we have demonstrated that equal power allocation is both the most energy and spectral efficient strategy when the channel gain-to-noise ratio is high. In addition, this framework has helped to comprehend the very nature of the EE; EE optimization is a generalization of both SE and power optimizations such that the global optimal EE solution is the optimal unconstrained EE solution. Enforcing rate or power constraints on EE can provide a SE or power optimal solution, which is only suboptimal in terms of EE. Using our low-complexity algorithms for comparing the non-coordinated, orthogonal and coordinated multi-cell resource allocation strategies in realistic power and system settings, we have shown that coordination can be a simple and effective method for improving the EE of cellular systems, especially for medium to large cell sizes and when the main bulk of the users are close to their serving BS. Our results indicate that the per-sector energy consumption of the system can be reduced by up to 15% by using a coordinated instead of a non-coordinated approach. Moreover, the coordinated approach can reduce the transmit power by more than 90% in comparison with the two other approaches. We understand that our coordinated resource allocation algorithm is suboptimal and, thus, we plan to further improve it in the future. We also plan to refine our power model by taking into account the extra energy consumption due to coordination.
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APPENDIX

A. Proof of convexity for $f(\mathbf{C}), h(\mathbf{C})$ and $f(\mathbf{C}) + B[h(\mathbf{C}) - 1]$

Proof: Let $H(\ln(\mathbf{T}))$ be the Hessian matrix of the natural logarithm of $\mathbf{T}$ and $z = [z_1, z_2, \ldots, z_K]$, $z \in \mathbb{R}^K$. According to the second-order convexity condition in [18], if $H(\ln(\mathbf{T}))$ exists and $\psi = \mathbf{T}^{\top}zH(\ln(\mathbf{T}))z^{\top} \geq 0$, i.e. $H(\ln(\mathbf{T}))$ is positive semi-definite, then $\mathbf{T}$ would be log-convex. Considering that $\mathbf{T} = f$ in (20), $\psi$ can be expressed after simplifications as

$$
\psi = (-1)^K (ln(2))^2 \left[ \sum_{i=1}^{K-1} \sum_{j=i+1}^{K} (z_i - z_j)^2 g_i^{-1} g_j^{-1} \rho_i \rho_j + (B - \sum_{i=1}^{K} g_i^{-1} \rho_i) \sum_{i=1}^{K} z_i^2 c C_i g_i^{-1} \rho_i \right],
$$

(37)

where $\rho_i = 1$ for any $i \in K$ and $\zeta = 0$. Thus $\psi \geq 0$ and, hence, $f$ is log-convex as long as $B \geq \sum_{i=1}^{K} g_i^{-1}$, since $f \geq 0$.

Next, considering that $\mathbf{T} = h^{-1}$ in (31), $\psi$ can be expressed as in (37) but with $\rho_i = -\Gamma G_i$, $\zeta = 1$ and $B = 1$. Given that $P(\mathbf{C}) \geq 0$ in (30), it implies that $h(\mathbf{C}) \geq 0$, i.e. $1 + \Gamma \sum_{i=1}^{K} g_i^{-1} G_i \geq \Gamma \sum_{i=1}^{K} 2 g_i^{-1} G_i$. Inserting the latter inequality in (37), we obtain

$$
\psi \geq (ln(2))^2 \Gamma^2 \sum_{i=1}^{K-1} z_i^2 c C_i g_i^{-1} G_i^2 \geq 0,
$$

(38)

such that $\psi \geq 0$ and, hence, $h^{-1}$ is log-convex as long as $h(\mathbf{C}) > 0$.

Finally, considering that $\mathbf{T} = f(\mathbf{C}) + B[h(\mathbf{C}) - 1]$, $\psi$ can be expressed as in (37) but with $\rho_i = 1 - BT G_i$ and $\zeta = 0$. Thus $\mathbf{T}$ is log-convex as long as $f(\mathbf{C}) + B[h(\mathbf{C}) - 1] > 0$ and $B \geq \sum_{i=1}^{K} g_i^{-1} \geq \sum_{i=1}^{K} g_i^{-1}(1 - BT G_i)$.
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