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Chapter 1

Green Relay Techniques in Cellular Systems

Yinan Qi, Fabien Héliot, Muhammad Ali Imran and Rahim Tafazolli
University of Surrey, yinan.qi@surrey.ac.uk

There has been escalated demand for rapid, low-latency and high-rate communication of information at homes and business premises in the past decade. As the need for high speed access by end-users evolved, particularly fuelled by the widespread adoption of the wireless internet (smart phone), some standards such as High-Speed Downlink Packet Access (HSDPA) [1], 3rd Generation Partnership Project Long Term Evolution (3 GPP LTE) as well as its major enhancement LTE-Advanced for mobile phone networks [2, 3], and IEEE standard for mobile broadband wireless access, also known as “mobile Worldwide Interoperability for Microwave Access (WiMAX)” [4], have been proposed to provide high speed data transmission.

One of the main objectives of future wireless systems is to provide high data rate with a uniform coverage by adapting itself to multipath fading, path-loss and shadowing conditions. In the pursuit of finding schemes that will provide a solution to minimize these effects,
various granular and distributed network architectures based on relaying techniques are emerging. However, due to the increasing concern about the CO\textsubscript{2} contribution from the ICT (Information and Communications Technology) industry [5, 6], the future wireless systems should also be energy efficient to meet the increasing demand for flexible use of emerging green technologies, where relay is no doubt one of the strongest candidates.

This chapter analyzes the relaying technique at link and system levels from both spectrum efficiency (Se) and energy efficiency (EE) perspectives. A throughout investigation will be provided for a variety of approaches at the relay node (RN) to forward information including amplify-and-forward (AF), decoding-and-forward (DF), compress-and-forward (CF). Advanced relaying schemes, where the conventional relaying schemes are combined in a hybrid manner to adapt to the variations of the channel states, are introduced and investigated. Furthermore, the relaying techniques are combined with retransmission protocols for packet oriented communication systems and a study from spectrum and energy efficiency perspectives is presented. Finally, this chapter also addresses the challenge of designing and positioning RNs in a state-of-the-art wireless cellular system, namely LTE system, coupled with practical power consumption models.

The rest of the chapter is organized as follows: section 1 introduces the broad topic of relaying. In the next section, the analysis of a relay-assisted system is presented from the spectrum and energy efficiency perspectives. Relay is further combined with retransmission protocols and its performance is studied in section 3. The energy efficiency of relaying techniques in cellular networks is investigated in section 4 and the final section summarizes the findings of the chapter and identifies the potential future works.

1.1 Introduction

In recent years, many projects focusing on cooperative communications have been launched by the 7th Framework Programme of the European Commission, such as FIREWORKS (FlexIble RElay Wireless OFDM-based networks)[7] and ROCKET (Reconfigurable OFDMA-based Cooperative NetworKs Enabled by Agile SpecTrum Use) [8]. Recently, the “green”
potential of cooperative communication for improving the energy efficiency (EE) has drawn considerable attention towards this topic from both academia and industry. For instance, theoretical analysis of relaying technology from an EE point of view have been recently conducted in [9, 12]. Moreover, major research projects focusing on green communications, such as EU FP7 project EARTH (Energy Aware Radio and network technologies) [13], have considered relay as one of their main research tracks.

The basic idea behind relaying is to use some radio nodes, called relays, in order to enable more spectrum and energy efficient communications. RNs can be specifically devoted network nodes or can be other user devices in the vicinity, as it is depicted in Figure (1.1). For instance in an urban environment, the direct source-destination link can be impaired because of buildings and with the help of a fixed or mobile RN, another independent link, i.e. source-RN-destination, can be established for improving the communication between the source and destination nodes. This link does not suffer from shadowing effect because it is obstacle free. There are two basic working modes for a relay system: full-duplex and half-duplex. In full-duplex mode, the relay is assumed to be able to transmit and receive simultaneously. Due to the large dynamic range between the incoming and outgoing signals through the same antenna elements, the full-duplex mode is regarded as difficult to implement in reality. In contrast, in half-duplex mode, the relay is assumed to work in a time-division manner, where it either receives or transmits at a given time and band instance. Compared with the full-duplex mode, the half-duplex mode is more practical. Therefore, we will focus here on the time-division half-duplex relay channel. The entire frame is separated into two phases: the relay-receive phase (phase 1) and the relay-transmit phase (phase 2). During the first phase, the source broadcasts to the relay and the destination. In phase 2, the source and the relay transmits to the destination simultaneously, as it is shown Figure 1.2). The duplexing ratio in percentage, denoted by $\alpha$, represents the ratio of the duration of the first phase to the duration of the total transmission.

The relaying model was first introduced by van der Meulen [14], where a communication system with three nodes denoted as source (S), relay node (RN) and destination (D), respectively, was investigated. There are three links between these nodes and each link has an input/output pair. Cover and ElGamal have substantially developed the relaying model
and provided three basic relaying principles [15]:

1. Cooperation: If the relay receives a better signal than the destination, it is able to cooperate with the source by sending a signal that contains a perfect source signal to the destination.

2. Facilitation: If the relay sees a corrupted version of what the destination sees, the relay transmits constant signal which is known to the source and the destination to open the channel between the source and the destination.

3. Observation: Alternative information can be sent by the relay. This information does not comprise a perfect source signal, thus precluding pure cooperation, and is not constant, thus precluding simple facilitation. Instead, the relay forwards what it has observed to the destination.

While the optimal relaying strategy in wireless networks has not yet been fully understood, several relaying schemes developed based on the principles (especially for cooperation and observation) have been suggested in the literature. Among them, the simplest scheme is amplify-and-forward (AF) [16]- [19], in which the relay just forwards what it has received with a proper amplification gain. Another well developed scheme is decoded-and-forward (DF) [20]- [27], where the relay decodes, re-encodes and forwards the received signal to the destination. DF has shown improvement in terms of the achievable rate and outage behavior when the relay is close to the source, [20] and [27]- [28]. Both schemes share a common weakness: their performance is constrained by the quality of the source-relay link. If this link endures deep fading, for AF the relay will forward nothing but mostly its own noise, and for DF the relay will not be able to successfully decode and forwarding of erroneous messages will lead to error propagation at the destination. To cope with this problem, an effective solution for the case of a weak source-relay link based on the observation principle in Cover’s paper [15] is to forward the relay’s observation to the destination [29]- [31]. Instead of decoding, the relay quantizes the received signal, compresses the quantized version and forwards the compressed version to the destination. Studies on CF reveal that it outperforms DF when the relay is close to the destination, or generally speaking, the relay-destination link is very strong. The conventional forwarding mechanisms can be combined in a hybrid
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fashion to avoid the shortcomings of the original ones. In [32] and [33], the hybrid AF/DF forwarding scheme is able to improve the considered system’s frame error rate (FER). The hybrid approach has been further extended by taking CF into consideration in [29] and [34]. The proposed hybrid scheme avoids the shortcomings of AF and DF and exhibits remarkable improvement in outage performance. In wireless broadband networks, relay is being studied as a technology that offers the possibility to extend coverage and increase capacity as shown in figure (1.3), allowing more flexible and cost-effective deployment options [35]. The link between the donor base station (BS) and the RN is called backhaul link and the link between the RN and the user equipment (UE) is called access link as shown in figure (1.3).

Many standards have included relay as part of their study items as follows

1. IEEE 802.16j (16j Relay) [36],
2. IEEE 802.16m (Relay and Femtocell) [37],
3. 3GPP LTE-A (Rel-10 LTE-A Relay) [38].

Based on its functionalities, a number of different classifications exist for RNs. Relay is usually classified as inband relay when the same carrier frequency is used for the backhaul and access links and outband relay when different carrier frequencies are used for these links. Relay can also be categorized with respect to protocol layer functionalities. A Layer 1 RN, also known as repeater, simply pick up the donor BS signal, amplifies and forwards it into its own coverage area. In contrast with Layer 1 RN, a Layer 2 RN has medium access control (MAC) layer functionality, it can decode received signals and re-encode transmitted signals in order to achieve higher quality in the relay cell area. A Layer 3 RN would include functionalities like mobility management, session set-up and handover and as such acts as a full service BS. This type of relay adds more complexity to the implementation and increases further the delay. In 3GPP standardization [35], RNs are distinguished between Type 1 and Type 2. Type 1 relays are RNs operating on Layer 3, i.e. protocol layer up to Layer 3 for user data packets is available at the RN. Such Layer 3 RNs have all functions that a BS has, and they effectively create their own identity number (Cell-ID) and own synchronization and reference signals. Type 1 RNs are considered visible to the UEs, thus
being called as non-transparent RNs. In contrast, Type 2 RNs will not have their own Cell-ID. Consequently the UEs will not be able to distinguish between transmitted signals from the BSs and the RNs. Type 2 RNs operates in Layer 3 or Layer 2, depending on the particular solution/implementation and are transparent to UEs.

An important aspect of the design of spectrum and energy efficient relaying schemes requires an understanding of the measurable spectrum and energy metrics. The spectrum efficiency (SE) can be easily evaluated in terms of achievable rate with the metric bit/second/Hz (bps/Hz). It is important for us to adopt a well-defined and relevant performance metrics to quantify and assess the energy efficiency performance. To capture the energy consumption perspective in the analysis, we employ the energy consumption index bits to energy consumption ratio, defined as the total number of bits that were correctly delivered divided by the energy consumption during the observation period and measured in [bits/J]. The bits to energy consumption ratio metric focuses on the amount of bits spent per Joule and is hence an indicator of bit delivery energy efficiency. The inverse of the bits to energy consumption ratio, measured by Joule per bit, can also be used for evaluation purpose indicating how much energy is needed to convey one bit [39]. In this chapter, we use both to help the reader understand the energy efficiency problem from different perspectives.

1.2 Spectrum and Energy Efficiency Analysis of Relay-assisted Systems

In wireless networks, relaying techniques have been traditionally used to extend the coverage of communication systems. However, in recent years, other relaying schemes to assist in the communications between the source and destination via some cooperation protocols have emerged. By controlling medium access between the source and the relay coupled with appropriate modulation or coding strategies in such cooperative schemes, it has been found that the diversity gain of the system can be improved. In particular, three basic relaying schemes have been proposed including amplify-and-forward (AF), decode-and-forward (DF) and compress-and-forward (CF).
Among various cooperative protocols, AF is one of the basic modes and has attracted lots of attention in recent years due to its simplicity and low expenses. AF is especially suitable for systems with strict energy consumption constrains on RNs because no baseband processing is needed, thus the RF links can be saved and the energy consumption can be further reduced in addition to the saved baseband processing energy. Being a non-regenerative scheme, AF only allows RN to amplify and forward the received signals to the destination without any coding or decoding process. Laneman has, in his landmark paper [27], pointed out that AF is able to achieve second-order diversity in very high SNR regions. Another work indicated that the ergodic capacity of AF can be higher than that of DF with certain SNR settings [16]. In particular, when the source-relay link is statistically worse than the other two links, AF is more spectrum efficient than DF.

Other two basic relaying schemes have been introduced in the classic work of Cover and El Gamal [15]. One is DF, where the RN decodes the received message completely, re-encodes the message and fully or only partially forwards the decoded message to the destination. It has been proved that DF is able to achieve the capacity of the degraded relay channel. The information-theoretical analysis of the outage behavior in Laneman’s work [25] indicates that fixed decode-and-forward (FDF), where the RN always forwards the decoded message even when the decoding is unsuccessful, does not achieve diversity. In contrast, selective DF in which RN keeps silent when it is not able to decode the message achieves full cooperative diversity in high SNR regions. Another basic relaying scheme is CF [29]. In CF, the operation of RN is quite different. Instead of decoding, RN compresses the received signal and transmits the compressed version to the destination. As a result, at the destination, the signal received from the source during phase 1 will serve as side information to reconstruct RN’s observation of the signal from the source. Then the destination tries to decode the message by joint processing of the received signal and the reconstructed observation of the RN. To help the readers better understand this point, we can just assume an extreme case where the RN and the destination can fully share their observations without any distortion. In such a case, the RN and destination can enjoy full receive diversity. In contrast to DF, which normally exhibits superior performance when the RN is close to the source, CF is desired under the condition of a weak source to RN link and a strong RN to destination link.
However, the wireless channels suffer from fading occasionally. Even when the RN is close to the source or destination, the instantaneous SNRs of the links are not always apposite for one single relaying scheme. For instance, the RN cannot successfully decode every block no matter how close it is to the source. Thus DF cannot be guaranteed to be successful all the time. We need to develop a flexible relay system which is able to adapt itself to the dynamics of the channel. Inspired by this idea, advanced relaying schemes were proposed in [29] and [32]-[34], where the conventional forwarding mechanisms can be combined in a hybrid fashion to avoid the shortcomings of the original ones. There is another hybrid structure introduced in [40], where the multilevel coding concept is incorporated. This structure exploits the fact that bit-error-rates (BERs) of different coding levels exhibit considerable difference and the authors propose to use DF in the levels where decoding is more likely to be successful, and in the mean time CF in the levels where the error probability of decoding increases significantly. However, this scheme is just a preliminary one and therefore not included in this chapter.

1.2.1 System Model

Consider a relay-assisted system where the source transmits a $W$ bit message $w \in \{1, \ldots, 2^W\}$ to the destination. During the first phase, the source encodes the message into $\alpha n$ symbols $x^1(w)[1], \ldots, x^\alpha(w)[\alpha n]$ and broadcasts to the RN and the destination. The received signals at the RN and the destination are given by

$$y_r[i] = \frac{c_1}{\sqrt{K_t d_1^{\zeta/2}}} x^1(w)[i] + z_r[i],$$

$$y_d[i] = \frac{c_0}{\sqrt{K_t d_0^{\zeta/2}}} x^\alpha(w)[i] + z_d[i],$$

respectively, where $c_0$ and $c_1$ are the channel gains of the S-D and S-RN links, modelled by circularly symmetric complex Gaussian distribution with zeros means and unit variances, $d_0$ and $d_1$ are distances of the S-D and S-RN links, respectively, $\zeta$ is the path-loss exponent, $K_t$ is a constant indicating the physical characteristics of the link and the power amplifier as in [9] and [41], and $z_r$ and $z_d$ are the additive noise modelled by circularly symmetric complex
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Gaussian distribution with zeros means. The superscript indicates phase when necessary. The encoded message should be subject to the power constraint

$$\frac{1}{\alpha n} \sum_{i=1}^{\alpha n} |x_1[i]|^2 \leq P_s, \quad (1.2)$$

During phase 2, the RN transmits $(1 - \alpha)n$ encoded symbols $x_r[1],...,x_r[(1 - \alpha)n]$; while at the same time the source transmits symbols $x_2(w)[1],...,x_2(w)[(1 - \alpha)n]$. The signal received by the destination is

$$y_d^2[i] = \frac{c_0}{\sqrt{K_1d_0^{\kappa/2}}} x_2(w)[i] + \frac{c_2}{\sqrt{K_1d_2^{\kappa/2}}} x_r[i] + z_d[i], \quad (1.3)$$

where $d_2$ and $c_2$ are the distance and channel gain of the RN-D link, respectively and $c_2$ follow the same distribution as $c_0$ and $c_1$. It should be noted that we did not specify the operation of the RN because it is depending on the employed relaying schemes.

1.2.2 Spectrum Efficiency Analysis

With a well defined signal model, we can study the spectrum efficiency of the relay-assisted systems in terms of achievable rate. We also analyze their outage probability which indicates the unsuccessful reception at the destination and will be used in the energy efficiency analysis. Starting from non-hybrid relaying schemes, the analysis will be further developed to hybrid ones.

**AF:** In AF, the duplexing ratio is fixed at 0.5 and we assume that the source transmits exactly the same symbols during two phases. The signal transmitted by the RN is

$$x_r[i] = \beta y_r[i] \quad (1.4)$$

$$= \beta \left( \frac{c_1}{\sqrt{K_1d_1^{\kappa/2}}} x_1(w)[i] + z_r[i] \right),$$
where $\beta$ is the amplification gain and subject to the power constraint

$$\beta \leq \frac{P_r}{|c_1|^2 P_s + N_0 B}. \quad (1.5)$$

Here $N_0$ is the noise power spectral density and $B$ is the bandwidth. The received signal at the destination can be given by

$$y^2_d[i] = \frac{c_0}{\sqrt{K_t d_0^2}} x^2(w)[i] + \frac{c_2}{\sqrt{K_t d_2^2}} \beta y_r[i] + z_d[i] \quad (1.6)$$

$$= \frac{c_0}{\sqrt{K_t d_0^2}} x^2(w)[i] + \frac{c_2}{\sqrt{K_t d_2^2}} \beta \left( \frac{c_1}{\sqrt{K_t d_1^2}} x^1(w)[i] + z_r[i] \right) + z_d[i] \quad (1.7)$$

$$= \left( \frac{c_0}{\sqrt{K_t d_0^2}} \beta + \frac{c_1 c_2}{K_t (d_1 d_2)^{\gamma/2}} \right) x(w)[i] + \left( \beta \frac{c_2}{\sqrt{K_t d_2^2}} z_r[i] + z_d[i] \right),$$

where $x(w)[i] = x^1(w)[i] = x^2(w)[i]$ for $1 \leq i \leq n/2$. The achievable rate $R_{AF}$ can be derived as in [10]. The closed-form expression for $R_{AF}$ is difficult to calculate since carrier phase synchronization is not assumed here but the trivial upper bound has been derived in [42] as

$$\bar{R}_{AF} = \text{Blog}_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 B K_t d_0^\gamma} + \frac{P_s}{N_0 B} \left( \frac{\beta^2 |c_1 c_2|^2}{K_t (d_1 d_2)^{\gamma}} + \frac{|c_0|^2}{K_t d_0^2} \right) \right). \quad (1.8)$$

$\bar{R}_{AF}$ is a function of amplification gain $\beta$ and can be rewritten as

$$\bar{R}_{AF} = \text{Blog}_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 B K_t d_0^\gamma} + \frac{|c_1|^2 P_s}{N_0 B K_t d_1^\gamma} + \frac{|c_1|^2 P_s}{N_0 B K_t d_1^\gamma} \left( \frac{|c_0|^2 d_0^\gamma}{K_t d_0^2} - 1 \right) \right). \quad (1.9)$$

Apparently, in order to maximize $\bar{R}_{AF}$ and taking the constraint (1.5) into account, $\beta$ should be chosen as

$$\beta = \begin{cases} \sqrt{\frac{P_r}{|c_1|^2 P_s + N_0 B}} & \text{if } |c_0|^2 d_0^\gamma \leq |c_1|^2 d_1^\gamma \\
0 & \text{otherwise}. \end{cases} \quad (1.10)$$

It reveals the fact that the RN is not necessary to always amplify and forward its reception.
It only forwards when the S-RN link is of higher quality than a certain threshold. This makes sense because once the S-RN link is weak, a large part of the received signal of the RN is comprised of noise and nothing by noise is forwarded to the destination if the RN insisting on transmitting. In such a case, the final decoding is not benefiting from the RN’s forwarding but rather being affected adversely. Thus we can draw the conclusion that if the RN cannot help, it should just stop doing so.

**DF**: As we mentioned before, DF is more complicated than AF in the sense that the RN needs to decode, re-encode and forward the received message. The received message at destination during phase 2 is

\[ y_2^d[i] = \frac{c_0}{\sqrt{K_t d_0^2}} x^2(w)[i] + \frac{c_2}{\sqrt{K_t d_2^2}} x_r(w)[i] + z_d[i], \quad (1.11) \]

where \( 1 \leq i \leq (1 - \alpha)n \). The encoding at the RN and the destination can be carefully designed to form a MISO code to enjoy the transmit diversity. The achievable rate of DF can be given as [28]

\[ R_{DF} = \min\{R^1, R^2\}, \quad (1.12) \]

where

\[ R^1 = \alpha \log_2 \left( 1 + \frac{|c_1|^2 P_s}{N_0 BK_t d_t^2} \right), \quad (1.13) \]

\[ R^2 = \alpha \log_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 BK_t d_0^2} \right) + (1 - \alpha) \log_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 BK_t d_0^2} + \frac{|c_2|^2 P_r}{N_0 BK_t d_2^2} \right). \]

The first term \( R^1 \) implies that the RN has to successfully decode the message before forwarding it.

**CF**: CF is even more complicated than DF. In instead of amplifying or decoding, the RN tries to help the destination by forwarding its own observation \( y_r \), which requires a source coding scheme for the continuous \( y_r \). During the first phase, the signals received by the RN and the destination both originate from the same source and contain a common term \( x^1(w) \). Thus these two signals are correlated and this fact provides the possibility of transmitting the observation of the RN at a reduced rate, i.e. \( y_r \) can be compressed.
Wyner-Ziv coding is an efficient method for compressing correlated continuous sources which are separately located [43]-[44]. It is an extension of the work of Slepian and Wolf in [45], where discrete distributed source coding is investigated. Although the details of distributed coding might help the readers better understand the compression mechanism in CF, it is out of the scope of this book and interested readers can refer to [43]-[44] for in-depth knowledge. It has been pointed out that nested multi-dimensional lattice code can be used for Wyner-Ziv coding [46]-[47]. However, nested multi-dimensional lattice code requires high complexity and is not feasible for practical implementation. A more feasible two step structure consists of a quantizer and a Slepian Wolf encoder, i.e. compressor is proposed in [48]. Firstly, the quantizer converts continuous reception into discrete bin index. Secondly, the Slepian Wolf encoder compresses the bin index.

Coming back to our system, at the end of the first phase, the RN quantizes the received signal $y_r$ into some intermediate bin index $u$, which is then compressed into index $v$ by the Slepian Wolf encoder. The index $v$ is encoded into symbols $x_r(v)[1],...,x_r(v)[(1-\alpha)n]$ and forwarded during the second phase. Meanwhile, the source transmits $x^2(w)$ independent with $x_r(v)$. In this regard, a multiple access channel is formed and the received signal at the destination is

$$y_d^2[i] = \frac{c_0}{\sqrt{Ktd_0^2}} x^2(w)[i] + \frac{c_2}{\sqrt{Ktd_2^2}} x_r(v)[i] + z_d[i], \quad (1.14)$$

The destination starts from decoding the Slepian Wolf coded bin index $v$ by treating $x^2(w)$ as noise. The destination then, with the help of the side information $y_d^2$, decompresses $v$ and uses the decompressed $u$ to reconstruct the observation of the RN, denoted as $\hat{y}_r$. The destination then subtracts $x_r(v)$ from $y_d^2$ to get

$$\hat{y}_d^2[i] = y_d^2[i] - \frac{c_2}{\sqrt{Ktd_2^2}} x_r(v)[i]. \quad (1.15)$$

Then the destination performs final decoding by joint processing of $y_d^2, \hat{y}_d^2$ and the estimated $\hat{y}_r$. The achievable rate of CF is derived in [42] as

$$R_{CF} = \alpha B \log_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 BKtd_0^2} + \frac{|c_1|^2 P_s}{(N_0 B + \sigma_U^2)Ktd_1^2} \right) + (1-\alpha)B \log_2 \left( 1 + \frac{|c_0|^2 P_s}{N_0 BKtd_0^2} \right), \quad (1.16)$$
where $\sigma_U^2$ is the compression noise variance. In order to maximize the achievable rate, the compression noise should be minimized as follows. During phase 2, the destination can successfully decode $v$ if

\[
R_0 \leq I(X_r; Y_d^2) = \log2 \left( 1 + \frac{|c|^2 P_r}{N_0 B + \frac{|c_0|^2 P_s}{K_1 d_0^2}} \right),
\]

where $R_0$ is transmission rate of the compressed information. On the other side, the minimum transmission rate for the compressed signal, such that it can be recovered with the smallest distortion, is given in [28] as,

\[
H(Y_r + U|Y_d^1) - H(Y_r + U|Y_r) = \log2 \left( \frac{|c|^2 P_s N_0 B}{K_1 d_0^2} + N_0 B + \sigma_U^2 \right) - \log2(\sigma_U^2) \tag{1.18}
\]

where $U$ is an auxiliary random variable following circularly symmetric complex Gaussian distribution with zero mean and variance $\sigma_U^2$. In order to satisfy both constraints, we have

\[
(1 - \alpha) R_0 \leq \alpha \left( H(Y_r + U|Y_d^1) - H(Y_r + U|Y_r) \right),
\]

leading to

\[
\sigma_U^2 \geq \frac{|c|^2 P_s N_0 B}{K_1 d_0^2} + N_0 B \left( \frac{N_0 B + \frac{|c_0|^2 P_s}{K_1 d_0^2}}{2^{\frac{(1-\alpha) R_0}{\alpha B}} - 1} \right) \left( \frac{N_0 B + \frac{|c|^2 P_s}{K_1 d_0^2}}{N_0 B + \frac{|c_0|^2 P_s}{K_1 d_0^2}} \right),
\]

where $\sigma_U^2$ can be minimized when equal holds.

**Hybrid Schemes**: In a fading environment, the instantaneous SNRs always change in a wide range. Thus no single relaying scheme is able to outperform others all the time. Other than AF, DF and CF, some advanced hybrid relaying schemes, where the conventional forwarding mechanisms are combined in a hybrid fashion, will be addressed. These hybrid schemes are able to adapt themselves to the variations of the time-varying channel and achieve either transmit or receive diversity depending on the current channel state. This sub-section will investigate these hybrid schemes. We focus on DF/CF hybrid relaying and all the derivations can be easily extended to other hybrid schemes because they are sharing
The operation of hybrid DF/CF relaying in the first phase is the same as any non-hybrid one. However, during phase 2, the RN starts by trying to decode the received message and re-encodes and forwards it once the decoding is successful; otherwise, it compresses and forwards its observation instead. In other words, RN’s transmission depends on its decoding results and the destination receives

$$y_2^d[i] = \begin{cases} \frac{c_0}{\sqrt{Kt_i}d_0^2}x^2(w)[i] + \frac{c_2}{\sqrt{Kt_i}d_2^2}x_r(w)[i] + z_d[i], & \text{if } \alpha BI(X^1;Y_r) \geq \frac{W}{T} \\ \frac{c_0}{\sqrt{Kt_i}d_0^2}x^2(w)[i] + \frac{c_2}{\sqrt{Kt_i}d_2^2}x_r(v)[i] + z_d[i], & \text{otherwise.} \end{cases}$$

(1.21)

where $I(X^1;Y_r)$ is the achievable rate of the S-RN link and is given as

$$I(X^1;Y_r) = \log_2 \left( 1 + \frac{|c_1|^2P_s}{N_0BK_i d_1^2} \right),$$

(1.22)

and $T$ is the duration of the whole frame. It leads to the rate

$$R_{CDF} = \begin{cases} R_{DF}, & \text{if } \alpha BI(X^1;Y_r) \geq \frac{W}{T} \\ R_{CF}, & \text{otherwise.} \end{cases}$$

(1.23)

### 1.2.3 Energy Efficiency Analysis

The total energy consumption of a relay system is composed of both transmission power and circuitry energy consumption of all involved nodes. It should be noted that the optimization of a system’s energy efficiency must be subject to certain quality of service (QoS) constraint. In this chapter, the QoS constraint to be satisfied by a communication system is defined in terms of the maximum tolerable probability of unsuccessful reception of a message, i.e. target outage probability.

Let us define the average transmission energy consumed by a two node system for transmission of one bit as $E_b$, the overall energy efficiency optimization should take into account circuitry power consumption. This optimization problem can be described as following: given the QoS constraint in terms of target outage probability and the packet duration con-
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straint, find the optimal transmission energy $E_b$ and packet duration $T$. It can be generally formulated as

\[
\text{minimize } E(E_b, T) \\
\text{subject to } p_{out} \leq p_t, \ T \leq T_{max},
\]

where $p_{out}$ is the outage probability, $p_t$ is the target outage probability and $T_{max}$ is the maximum transmission time of each frame. However, in a three node relay-assisted system, not only the transmission energy $E_b$ of the source should be optimized, but RN’s $E_b$ should also be optimized as well. The problem amounts to

\[
\text{minimize } E(E_{b,s}, E_{b,r}, T) \\
\text{subject to } p_{out} \leq p_t, \ T \leq T_{max},
\]

where $E_{b,s}$ and $E_{b,r}$ are the transmission energy per bit at the source and RN, respectively. In the following parts, we will study the energy efficiency of various relaying schemes.

**AF**: Define the transmission energy per bit at the source during phase 1 as $E_{b,s}^1$. In the first phase, the source broadcasts and the RN and the destination receives. In order to transmit message $w$ with $W$ bits, the source spends energy $WE_{b,s}^1$. In addition, the transmitting electronic circuitry of the source also contributes energy $P_{ct}T/2$ to total energy expenditure. Here $P_{ct}$ is the power (in Watts) consumed by the transmitting electronic circuitry. The total energy expenditure needs to take both the transmission and reception sides into account. In particular, the electronic receiving circuitries of the RN and the destination also consume energy $P_{cr}T/2$ per node, where $P_{cr}$ measures power (in Watts) consumed by receiving circuitries. Here we made two assumptions:

1. The transmitting circuitries of the source and the RN consumes the same amount of power;
2. The receiving circuitries of the RN and the destination consume the same amount of power.
These are simplified assumptions only for the purpose of theoretical analysis. More accurate power consumption models will be introduced later in the next section. The total energy consumption during phase 1 can be expressed as

\[ E^1 = \left( W E_{b,s}^1 + \frac{P_{cr} T}{2} \right) + P_{cr} T, \]  

(1.26)

where the first term in the parentheses is the total energy consumption on the transmitting side (source) and the second term stands for the energy consumption on the receiving side (RN and destination) during phase 1. During phase 2, the RN is actively transmitting as well as the source and the destination is the only receiving node. Suppose that the source spend \( E_{b,s}^2 \) for each bit, the total energy consumption is given by

\[ E^2 = \left( W E_{b,s}^2 + \frac{P_r T}{2} \right) + \frac{(P_r + P_{cr}) T}{2} + \frac{P_{cr} T}{2}, \]  

(1.27)

where \( P_r \) is the RN transmission power. The first and second terms are the source and RN energy consumption, respectively, and the last term stands for the energy consumed by the destination's receiving circuitry. Although the source might have different transmission energy per bit during two phases, it is more applicable to assume that its transmission power is constant during the whole frame, i.e.

\[ P_s = P_s^1 = P_s^2, \]  

(1.28)

where \( P_s^1 \) and \( P_s^2 \) are transmission power during phase 1 and 2, respectively, and

\[ P_s^1 = \frac{W E_{b,s}^1}{\alpha T}, \quad P_s^2 = \frac{W E_{b,s}^2}{(1 - \alpha) T}. \]  

(1.29)

Since \( \alpha = 1/2 \) in AF, we have \( E_{b,s} = E_{b,s}^1 = E_{b,s}^2 \), the overall energy efficiency can be expressed in terms of Joule/bit as

\[ E(E_{b,s}, E_{b,r}, T) = \frac{2WE_{b,s} + W E_{b,r} + \frac{3}{2}(P_{cr} + P_{ct}) T}{W} = 2E_{b,s} + E_{b,r} + \frac{3(P_{cr} + P_{ct}) T}{2W}, \]  

(1.30)
where \( E_{b,r} = (P_r T/2)/W \). The outage probability is given by

\[
p^{\text{out}} = \Pr \left\{ \bar{R}_{AF}(\gamma_0, \gamma_1, \gamma_2) < \frac{W}{T} \right\},
\]

(1.31)

where \( \gamma_i \) are random variables and \( \gamma_i = |c_i|^2, 0 \leq i \leq 2 \). Considering the complexity of the expression for \( \bar{R}_{AF}(\gamma_0, \gamma_1, \gamma_2) \), it is difficult to calculate the closed-form expression for outage probability. We can resort to the characteristic function of \( \bar{R}_{AF}(\gamma_0, \gamma_1, \gamma_2) \)

\[
\phi(s) = \mathbb{E} \left\{ \exp \left( -s \bar{R}_{AF}(\gamma_0, \gamma_1, \gamma_2) \right) \right\},
\]

(1.32)

where \( \mathbb{E} \{ \} \) is the expectation function and the expectation is with respect to \( \gamma_i \). The outage probability can be expressed by the Laplace inversion formula

\[
p^{\text{out}} = \Pr \left\{ \bar{R}_{AF}(\gamma_0, \gamma_1, \gamma_2) < \frac{W}{T} \right\}
\]

(1.33)

\[
= \frac{1}{2\pi j} \int_{d_1-j\infty}^{d_1+j\infty} \frac{\phi(s)e^{sW/T}}{s} ds,
\]

where \( d_1 \) is a proper constant and \( j = \sqrt{-1} \). This integration can be approximated as [49]

\[
p^{\text{out}} = \frac{1}{2\pi j} \int_{d_1-j\infty}^{d_1+j\infty} \frac{\phi(s)e^{sW/T}}{s} ds
\]

(1.34)

\[
= \sum_{i=1}^{M} K_i \frac{\phi(z_i T/W)}{z_i},
\]

where \( z_i \) are the poles of the Padé rational function, \( K_i \) are the corresponding residues and \( M \) is an arbitrary integer that determines the approximation accuracy. Now we rewrite the trivial upper bound \( \bar{R}_{AF} \) as a function of packet duration \( T \), \( E_{b,s} \) and \( E_{b,r} \)

\[
\bar{R}_{AF} = \text{Blog}_2 \left( 1 + \frac{2\gamma_0 W E_{b,s}}{TN_0 BK_i d_0^2} + \frac{2WE_{b,s} \left( \frac{\beta^2\gamma_1\gamma_2}{K_i(d_1d_2)^2} + \frac{\gamma_0}{K_i d_0^2} \right)}{TN_0 B \left( 1 + \frac{\beta^2\gamma_2}{K_i d_2} \right)} \right),
\]

(1.35)

where \( E_{b,s} = (P_s T/2)/W \). It is easy to see that the outage probability is also a function of \( T \), \( E_{b,s} \) and \( E_{b,r} \). With this dependence, the energy efficiency of AF can be explicitly optimized
as

\[
\text{minimize } E(E_{b,s}, E_{b,r}, T) \\
\text{subject to } p_{out}(E_{b,s}, E_{b,r}, T) \leq p_t, T \leq T_{\max}.
\]

**DF**: In DF, the duration of phase 1 is \(\alpha T\). The energy expenditure including circuitry energy consumption can be given by

\[
E^1 = \left(WE_{b,s}^1 + \alpha P_{ct}T\right) + 2\alpha P_{cr}T.
\]

where the first two terms in the parentheses account for energy consumed for transmission of the message, mainly by the power amplifier, and the last term in the summation is the energy consumption of the receiving circuitries at the RN and the destination. During phase 2, the source and the RN transmit and the destination receives with total consumed energy

\[
E^2 = \left(WE_{b,s}^2 + (1 - \alpha)P_{ct}T\right) + (1 - \alpha)(P_r + P_{ct})T + (1 - \alpha)P_{cr}T.
\]

Let \(P_s = P_s^1 = P_s^2\), the overall energy efficiency is expressed as

\[
E(E_{b,s}, E_{b,r}, T) = \frac{WE_{b,s}}{\alpha} + WE_{b,r} + \left(2 - \alpha\right)P_{ct}T + \left(1 + \alpha\right)P_{ct}T
\]

where \(E_{b,s} = E_{b,s}^1\).

The outage events of DF can be classified into two categories: RN outage and destination outage. RN outage refers the case where the RN detects an erroneous message. Forwarding this erroneous message to the destination will corrupt rather than help the final joint decoding, leading to unsuccessful reception. The probability of this kind of outage event is given by

\[
\Pr(\text{relay outage}) = \Pr \left( R^1 < \frac{W}{T} \right)
\]
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\[ 1 - \exp \left( - \frac{N_0 BR_d}{P_s} \left( \frac{N_0}{2\pi f_0^2} - 1 \right) \right). \]

Destination outage accounts for the events that the RN decodes and forwards correct information but the destination detects errors. The probability is

\[
\Pr(\text{destination outage}) = \Pr \left( R^1 \geq \frac{W}{T}, R^2 < \frac{W}{T} \right) \tag{1.41}
\]

\[
= \Pr \left( R^1 \geq \frac{W}{T} \right) \Pr \left( R^2 < \frac{W}{T} \right),
\]

where \( R^1 \) is a function of \( \gamma_1 \), and \( R^2 \) is a function of \( \gamma_0 \) and \( \gamma_2 \), therefore independent with \( R^1 \). These two categories of outage events are mutually exclusive and the overall outage probability is given as

\[
p_{out} = \Pr(\text{relay outage}) + \Pr(\text{destination outage}). \tag{1.42}
\]

In order to calculate \( \Pr(R^2 < W/T) \), we can also use the Laplace inversion of characteristic function method. The optimization takes the same format as AF in equation.

**CF**: Following the same line of argument, the overall energy efficiency of CF is

\[
E(E_{b,s}, E_{b,r}, T) = \frac{W E_{b,s}}{T} + (1 - \alpha) P_t T + (2 - \alpha) P_c T + (1 + \alpha) P_r T \tag{1.43}
\]

In contrast to AF or DF, rather than forwarding a \( W \) bit message during phase 2, the RN forwards its compressed observation to be reconstructed by the destination. The compression rate determines the number of bits required for reconstruction, denoted by \( S_c \). Equation (1.18) gives the constraint of the maximum bits that can be successfully transmitted in the RN to destination link

\[
S_c = (1 - \alpha) BTR_0. \tag{1.44}
\]

The above equation implies that the required number of bits \( S_c \) is a function of the instantaneous qualities of the RN to destination and source to destination links. The overall energy
efficiency can be given as
\[ E(E_{b,s}, E_{b,r}, T) = \frac{E_{b,s}}{\alpha} + \frac{S_c E_{b,r}}{W} + \frac{(2 - \alpha) P_{cT} + (1 + \alpha) P_{cr} T}{W}, \]  
(1.45)
where \( E_{b,r} = (1 - \alpha) P_r T / S_c \). Note that with fixed transmission energy per bit, the transmission power is fixed at the source but adaptively adjusted because \( S_c \) is based on current channel condition at the RN.

The outage probability can be easily obtained as
\[ p^{\text{out}} = \Pr \left( R_{CF} < \frac{W}{T} \right), \]  
(1.46)
which can also be approximated by the same method discussed previously.

**Hybrid Schemes**: Depending on the decoding status at the RN, DF or CF is employed in hybrid relaying. When the RN detects error, it compresses and forwards its reception and the energy efficiency takes the form of equation (1.45). When RN’s decoding is successful, DF is envisaged and the energy efficiency is given by (1.39). The average energy efficiency is the weighted summation of (1.39) and (1.45)
\[ E(E_{b,s}, E_{b,r}, T) = \Pr \left( R^1 < \frac{W}{T} \right) \left( \frac{E_{b,s}}{\alpha} + \frac{S_c E_{b,r}}{W} + \frac{(2 - \alpha) P_{cT} + (1 + \alpha) P_{cr} T}{W} \right) + \Pr \left( R^1 \geq \frac{W}{T} \right) \left( \frac{E_{b,s}}{\alpha} + E_{b,r} + \frac{(2 - \alpha) P_{cT} + (1 + \alpha) P_{cr} T}{W} \right) \]
\[ = \frac{E_{b,s}}{\alpha} + \frac{(2 - \alpha) P_{cT} + (1 + \alpha) P_{cr} T}{W} + \left( \Pr \left( R^1 < \frac{W}{T} \right) \left( \frac{S_c}{W} + 1 \right) \right) E_{b,r}. \]  
(1.47)

The outage probability in the CF mode and DF mode are given, respectively, as
\[ p_{\text{out}}^{\text{CF}} = \Pr \left( R^1 \leq \frac{W}{T}, R_{CF} < \frac{W}{T} \right), \]  
(1.48)
\[ p_{\text{out}}^{\text{DF}} = \Pr \left( R^1 \geq \frac{W}{T}, R^2 < \frac{W}{T} \right). \]

Considering two modes are mutually exclusive, the overall outage probability is
\[ p^{\text{out}} = p_{\text{out}}^{\text{CF}} + p_{\text{out}}^{\text{DF}}. \]  
(1.49)
1.2.4 Insights and discussions

We optimize the energy per bit for both the source and relay and compare the energy efficiency performance of various strategies. We assume that the source, RN and the destination are placed in a straight line. The distance between the source and the destination is $r$ and the RN is in the middle with distance $0.9r$ from the source and $0.1r$ from the destination. We use the typical power model settings in [41]: $W=10$, $P_{ct}=98\text{mW}$, $P_{cr}=112.4\text{mW}$, $K_t=6.05\times10^9$, $\zeta=3$, $N_0=-171\text{dBm/Hz}$, $B=1$ and $T_{max}=10$.

Figure (1.4) shows the situation where the S-D distance is short ($r \leq 100\text{m}$). The direct transmission is more efficient than any of the cooperative strategies until the S-D distance $r$ is around 90m. The reason is that in small distance the circuitry energy consumption is the major part of the overall energy consumption. If the relay is activated, although the transmission energy per bit can be reduced, the overall circuitry consumption is almost doubled. Thus, to optimize the energy consumption, the relay should be de-activated to save the energy. When the S-D distance is increased ($r > 100\text{m}$) in figure (1.5), circuitry energy consumption becomes minor and the relay is able to help to reduce the overall energy per bit more efficiently. Among all the relaying strategies, the CF/DF based strategy has the best energy efficiency performance. When $r$ is fixed, the AF/DF based strategy shows better energy efficiency than the DF based one. We can name, for each cooperative strategy, the point where it shows better energy efficiency performance than direct transmission as the switching point. As shown in the figure (1.5), the switching point of the hybrid CF/DF strategy is much smaller than other strategies.

Based on these results, we can conclude that the hybrid relay system that enables a pair of terminals (relay and destination) to exploit spatial diversity shows significant improvement in energy efficiency performance in terms of consumed energy per bit. However, compared with direct transmission, the cooperative strategy only shows improved energy efficiency when the destination is not very close to the source. Furthermore, it should be emphasized that this conclusion is highly depending on the energy consumption model adopted. These issues will be considered in the next sections.
1.3 H-ARQ Relaying and H\textsuperscript{2}-ARQ Relaying

In this section, relaying schemes will be investigated in a packet-oriented data communication system, where retransmission protocols are needed. We analyze the Hybrid Automatic Repeat re-Quest (HARQ) protocols used in conjunction with non-hybrid and hybrid relaying schemes from the energy efficiency perspective. If the relaying schemes are non-hybrid, this combined strategy is named as H-ARQ relaying; otherwise, it is called H\textsuperscript{2}-ARQ relaying since both the retransmission protocols and relaying schemes are hybrid.

Despite the exploitation of an efficient cooperative relaying strategy the transmitted packet might be lost due to the instantaneous channel condition and noise realization. The packet loss could be even more severe when the system is operating under static (block) fading condition and the transmitter is not able to properly tune its transmission rate due to the lack of sufficient level of channel knowledge. Retransmission techniques based on automatic repeat request, i.e. ARQ [50]- [52] and its advanced hybrid types that combine forward error correction (FEC) with ARQ by keeping previously received packets for detection, commonly known as hybrid ARQ (HARQ), will be the natural choices to circumvent this problem and guarantee correct data packet delivery to the final destination. Common encoding techniques for HARQ are repetition coding (RC) with chase combing and unconstrained coding (UC) with incremental redundancy (INR) respectively [53]- [55]. The emphasis of this section is on HARQ, specifically INR as it is capable of offering higher throughput [56]. As the repetition coding based HARQ performs weaker than INR and the extension of the presented analysis to repetition coding is a straightforward practice, it will not be considered in this section.

Being a technology that spans both the MAC and physical (PHY) layers, HARQ protocols are of great interest to be examined. Some studies of HARQ protocols regarding throughput analysis, error rate and average delay in two-node communications can be found in [56]- [57]. The combination of cooperative communications and HARQ has been investigated in [58]- [61]. In [58], the diversity-multiplexing-delay tradeoff was analyzed and two kinds of diversity including space and ARQ diversity were exploited. Lin Dai studied the application of adaptive cooperation with ARQ in [59], where the relay will not be involved in the cooperation if errors are detected. The work has been further extended to HARQ...
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in [62]-[63] and [9]. In [9], the energy consumption of a DF based HARQ system is analyzed. However, in these previous works, HARQ is deployed with a non-hybrid forwarding scheme, usually DF, and hence referred as H-ARQ-Relaying. As shown by previous results, we know that the outage behavior can be greatly improved if the relay adaptively switches between different forwarding schemes. Further improvement can be expected by combining a hybrid relay system with HARQ. This combined strategy is called H$^2$-ARQ-Relaying since both the retransmission protocols and the relaying schemes are hybrid. In [62], the HARQ strategy is deployed in a relay system where the relay is allowed to switch between AF and DF. Compared with conventional HARQ strategies based on DF only, the new relay system is able to enjoy certain level of flexibility and exhibits significant improvement in FER.

In this section, we focus on the hybrid CF/DF based H$^2$-ARQ-Relaying strategy, although the AF/DF one is also addressed briefly. Only incremental redundancy (INR) based HARQ is considered and the proposed strategies and their spectrum and energy efficiency analysis are the main topics.

1.3.1 H$^2$-ARQ Relaying Strategy

When retransmission protocols are considered, the same message is transmitted until the destination successfully decodes it or the maximum retransmission limit is reached. In the $l$-th retransmission the signals received by the RN and the destination during the source broadcasting phase are

\[
y_{r,l}[i] = \frac{c_{1,l}}{\sqrt{K_d d_{1,l}^{\kappa/2}}} x_{l}^{1}(w)[i] + z_{r,l}[i],
\]

\[
y_{d,l}[i] = \frac{c_{0,l}}{\sqrt{K_d d_{0,l}^{\kappa/2}}} x_{l}^{1}(w)[i] + z_{d,l}[i],
\]

respectively, where $1 \leq l \leq L$ and $L$ is the maximum retransmission limit. As depicted in the right part of figure (1.6), the feedback channels are used to convey the decoding status at the relay and the destination.

If the message is successfully decoded by the destination, where the decoding is based
on all previously buffered signals, an acknowledgement (ACK) message is sent back to the source and the RN and the transmission of message \( w \) is finished. If the destination detects errors, it broadcasts a not acknowledgement (NAK) message. Once the relay receives the NAK message, it tries to decode. Different actions are envisaged based on its decoding status:

**Relay Decoding Success** : An ACK is broadcast by the RN to indicate that it will employ the DF mode. The source and the RN then transmit \( x_i^2(w) \) and \( x_{r,l}(w) \), respectively, and the destination receives

\[
y_{d,l}(i) = \frac{c_{0,l}}{\sqrt{K_d d^2_0/2}} x_i^2(w)[i] + \frac{c_{2,l}}{\sqrt{K_d d^2_2}} x_{r,l}[i] + z_{d,l}[i].
\]  

(1.51)

Afterwards, the source keeps silent during phase 1 of the following frames to save the energy. It only transmits with the RN in a more efficient cooperative manner during phase 2 until the source receives ACK or the retransmission limit \( N \) is reached.

**Relay Decoding Failure** : The relay switches to the CF mode and broadcasts a NAK message. At the end of phase 2, the destination attempts to decode by joint processing current and previous receptions. Upon successful decoding, an ACK is sent back; otherwise, the destination issues a NAK message to start a new frame if \( l < L \). If \( l = L \), HARQ failure is announced. In this \( H^2\)-ARQ-Relaying strategy, we need to consider five possible scenarios as follows:

1. Case 1: the information message \( w \) is successfully decoded by the destination at the end of phase 1 in the \( l \)-th frame. An implication of this scenario is that in previous \( l-1 \) transmission, the RN cannot decode and CF is conducted.

2. Case 2: the RN cannot decode but successful decoding occurs at the destination after \( l \) CF operations.

3. Case 3: the DF mode is activated in the \( i \)-th frame and the destination correctly decodes \( w \) in the \( l \)-th frame.

4. Case 4: after maximum retransmission, neither the RN nor the destination can decode.
5. Case 5: the DF mode is activated in the $i$-th frame but the destination cannot correctly decode $w$ after $L$ retransmission.

State diagram composed of a finite number of states can be used to describe the behavior of a system and analyze and represents the events of the system. The $H^2$-ARQ-Relaying can also be represented by a state diagram presented in figure (1.7) to demonstrate the process. $B_l$ stands for the state where the source is ready to broadcast $w$ in the $l$-th frame. The state $D_l$ indicates that the DF mode is activated at the end of phase 1 of the $l$-th frame. $DF_{m,l}$ is the state where the system has entered the DF mode in the $l$-th frame and cooperative transmission in phase 2 has been repeated $m$ times but the destination still detects errors. $C_l$ defines the state in which the relay is ready to conduct CF during phase 2 of the $l$-th frame. $S$ and $F_a$ are the successful decoding state and HARQ failure state, respectively.

### 1.3.2 Performance Analysis

Each state in figure (1.7) represents different transmission rate achieved and amount of energy expenditure consumed. In order to investigate the average behavior in terms of spectrum and energy efficiency for the $H^2$-ARQ-Relaying strategies, we first need to derive the state and transition probabilities of the state diagram. The outage probability introduced and derived in the previous section will help us to find the state and transition probabilities.

Caire has pointed out that the INR based HARQ sends additional coded symbols (redundancy) until successful decoding is achieved [56]. After $l$ transmission, the achievable rate at the destination is expressed as

$$R_d(l) = \sum_{i=1}^{l} R_{d,l},$$  \hspace{1cm} (1.52)

where $R_{d,l}$ stands for the achievable rate in the $l$-th frame and can either take the form of equation (1.12) or (1.16) according to DF or CF operation is conducted. Similarly, the achievable rate at the RN is

$$R_r(k) = \alpha B \sum_{i=1}^{k} log_2 \left( 1 + \frac{|c_{1,i}|^2 P_s}{N_0 B K_t d_i^4} \right).$$  \hspace{1cm} (1.53)
We define the outage the event \( A_{l,k} = R_d(l) < W/T, R_r(k) < W/T \). The outage probability \( \Pr(A_{l,k}) \) can be calculated by resorting to the 2-dimensional characteristic function of \( R_d(l) \) and \( R_r(k) \),

\[
\Psi(s, l, k) = \mathbb{E}\left\{\exp\left(-s_1 R_d(l) - s_2 R_r(k)\right)\right\} = \mathbb{E}\left\{\prod_{i=1}^{k} \exp\left(-s_1 R_{d,i}(l) - s_2 R_{r,i}(k)\right) \prod_{i=k+1}^{l} \exp\left(-s_1 R_{d,i}(l)\right)\right\},
\]

where \( s = (s_1, s_2) \). The outage probabilities can be expressed by the Laplace inversion formula of \( \Psi(s, l, k) \) and approximated as [49],

\[
\Pr(A_{l,k}) = \frac{1}{(2\pi j)^2} \int_{d_2-j\infty}^{d_2+j\infty} \int_{d_1-j\infty}^{d_1+j\infty} \frac{\Psi(s, l, k) e^{s_1 W / T + s_2 W / T}}{s_1 s_2} ds_1 ds_2 \approx \sum_{i=1}^{M} \sum_{j=1}^{M} K_i K_j \frac{\Psi(z, l, k)}{z_i z_j},
\]

where \( z = (z_i T / W, z_j T / W) \). This approximation can be easily extended to the AF/DF-based strategy, where CF is replaced by AF.

For two events sets \( e_1 \) and \( e_2 \), if \( e_1 \subseteq e_2 \), \( \Pr(e_1, e_2) \) is equal to \( \Pr(e_1) \). In the state diagram, the transition probability to state \( j \) from any of its adjacent incoming state \( i \) is

\[
\Pr(state i \rightarrow state j) = \Pr(state j | state i) = \frac{\Pr(state j)}{\Pr(state i)}.
\]

In the state diagram, all the states have this property except the state \( S \). Therefore we can first calculate the state probabilities and then obtain the transition probabilities based on (1.57). For instance, \( \Pr(B_1) \) can be easily obtained as \( \Pr(A_{l-1,l-1}) \). Other state probabilities can be obtained by manipulating \( \Pr(A_{l,k}) \) well. With state probabilities, transition probabilities can be further derived. One useful trick to reduce the complexity is to use the fact that the probabilities of all the state transitions emanating from a single state must add up
to 1. For instance, we have

\[
\Pr(B_l \rightarrow S) = 1 - \Pr(B_l \rightarrow D_l) - \Pr(B_l \rightarrow C_l).
\] (1.58)

The spectrum efficiency is evaluated by the expected throughput in terms of bit/second. Unlike previous section, here we use total amount of bits delivered per unit energy expenditure to evaluate the energy efficiency to give a fresh view.

Using the state and transition probabilities, we can apply the renewal-reward theorem [56] to evaluate the throughput by investigating the random reward \( \Phi \) and average airtime \( T_{air} \). In case 1, CF is used in previous \((l-1)\) transmission, the total airtime is clearly \((l-1)T\) and the total energy consumption is \((l-1)WE(E_{b,s}, E_{b,r}, T)\), where \( E(E_{b,s}, E_{b,r}, T) \) takes the form of (1.45). The \( l \)-th frame consists of a source broadcasting phase only. The airtime and energy consumption are \( \alpha T \) and \( E^1 \), respectively. The overall average time and energy expenditure associated with case 1 is given by

\[
T_1 = T \sum_{l=1}^{L} P_{BS}(l) \left( (l-1) + \alpha \right),
\] (1.59)

\[
E_1 = \sum_{l=1}^{L} \left( (l-1)E_{CF}W + E^1 \right),
\]

respectively, where \( E_{CF} \) and \( E^1 \) are given in (1.45) and (1.37), respectively, and \( P_{BS}(l) = \Pr(B_l)\Pr(B_l \rightarrow S) \). Following the same line of argument, the average air time and energy expenditure can also be derived for other four cases. For the purpose of conciseness, their expressions are not shown in this book but readers can refer to [12] for details.

The average airtime is the weighted summation

\[
\mathbb{E}\{T_{air}\} = \sum_{i=1}^{5} T_i.
\] (1.60)

The average reward is

\[
\mathbb{E}\{\Phi\} = (1 - p^{out})W,
\] (1.61)
where $p^{\text{out}}$ is the probability that the decoding is still unsuccessful after maximum retransmission and given by
\[ p^{\text{out}} = \Pr(F_a) + \sum_{N=1}^{L} \Pr(DF_{L-N+1,N}). \] (1.62)

The average throughput is
\[ \eta = \frac{\mathbb{E}\{\Phi\}}{\mathbb{E}\{T_{air}\}}. \] (1.63)

The total amount of bits delivered is $W$ and bits to energy expenditure ratio reads
\[ C_J = \frac{W}{5 \sum_{i=1}^{E_i}}. \] (1.64)

Apparently, $C_J$ is still a function of $T, E_{b,s}$, and $E_{b,r}$ and it can be optimized subject to the outage probability and transmission time constraints as we did in previous section. However, due to the complexity of the problem, this optimization problem has to be solved numerically.

### 1.3.3 Insights and Discussions

We provide some results for the proposed strategies and compare their performance with some benchmark ones. The maximum retransmission limit $L$ is set to 4. The benchmark strategies and their abbreviations are listed as follows:

1. H-ARQ with direct transmission ($DT$): The relay keeps silent throughout the transmission.
2. H-ARQ-Relaying with the co-located relay and destination ($CRD$): We assume that the relay and the destination are connected by a wire such that full receive diversity is achieved.
3. H-ARQ-Relaying with conventional DF ($DF$): When the relay detects errors, it keeps silent during phase 2; otherwise, the relay and the source transmit simultaneously.
4. H$^2$-ARQ-Relaying with hybrid AF/DF ($HAD$): The relay performs AF when detecting errors and DF when successfully decoding. Note that in this case, $\alpha$ is also fixed at 0.5
and repetition coding is used when AF is performed.

The CF/DF-based strategy is denoted as \( HCD \). The source and the destination are assumed to be placed in the foci of the ellipse \((d/r)^2/(e/2)^2 + (y/r)^2/(b/r)^2 = 1\), for \(1 < e < +\infty\). The relay is moving along the ellipse. With this assumption, we are able to investigate the relay system’s performance when the relay is not on the line segment between the source and the destination. The same power model is used here.

**Comparison of Spectrum Efficiency**

Figure (1.8) gives the throughput of strategies with respect to \( d/r \). Basically, the throughputs are upper bounded by \( CRD \) because it is able to enjoy full receive diversity. The CF/DF-based strategy is the closest one to \( CRD \). It can be interpreted as follows: when the relay is moving towards the destination, the S-RN link is getting less reliable and the successful decoding probability at the relay decreases. In such a scenario, if the system uses DF, it is more likely that the relay’s decoding fails and the system operates in direct transmission mode during phase 2, thus no diversity can be achieved. In contrast, when the hybrid CF/DF scheme is used, the system will be able to achieve receive diversity through CF. As far as HAD is concerned, it enjoys a certain level of flexibility and its throughput is improved in comparison with \( DF \) when \( \alpha \) is fixed at 0.5. However, when the S-RN link is of low quality, the relay forwards nothing but mostly its own noise. In addition, \( HAD \) suffers from the bandwidth loss due to the use of repetition coding, and its throughput is therefore lower than \( DF \) with optimal \( \alpha \). Another common trend of strategies is that when the relay moves away from the source, their throughputs decrease. For \( DF \), this can be explained by the smaller decoding probability of the relay, which causes fewer opportunities for the relay to cooperate. For \( HCD \), although CF can be used, the achievable rate depends on the quality of the S-D and S-RN links. The average SNR of the S-RN link is decreasing when the relay moves towards the destination. Hence, the throughput reduces. The AF/DF-based strategies can be explained following the similar argument.

**Comparison of Energy Efficiency**
We optimize the energy per bit for both the source and the relay and compare the energy efficiency performance of various strategies when the relay is close to the destination (the S-D link and RN-D link are vertical to each other). Figure (1.9) shows the situation where the S-D distance is from short ($r < 100\text{m}$) to long ($100\text{m} < r < 1000\text{m}$). The direct transmission is more efficient than any of the cooperative strategies in terms of the energy per bit in short range. The reason has been explained before. Thus, to optimize the energy consumption, the relay should be de-activated to save the energy. The DF-based strategy consumes less energy than others because in this strategy, the relay is silent when detecting errors and the circuitry energy consumption is saved, while in the hybrid strategies, the relay still transmits, leading to extra circuitry energy consumption. When the S-D distance is increased ($r > 100\text{m}$) in figure (1.10), circuitry energy consumption becomes minor and the relay is able to help to reduce the overall energy per bit. The CF/DF-based strategy has the best energy efficiency performance.

In this section, we propose novel Hybrid Automatic Repeat re-Quest (HARQ) strategies used in conjunction with hybrid relaying schemes, named as $H^2$-ARQ-Relaying. The strategies allow the relay to dynamically switch between amplify-and-forward/compress-and-forward and decode-and-forward schemes according to its decoding status. The spectrum efficiency of the proposed strategies, in terms of the maximum throughput, is significantly improved compared with their non-hybrid counterparts under the same constraints. The consumed energy per bit is optimized by manipulating the node activation time, the transmission energy and the power allocation between the source and the relay. Numerical results lead to the same conclusion that cooperative HARQ is energy efficient in long distance transmission only.

1.4 Energy Efficient RNs in Cellular Networks

With the previous discussion as basis, this section will study the energy saving potential of relaying schemes in cellular systems. RNs are added for incremental capacity growth, richer user experience and in-building coverage. In particular, RNs are deployed as complementary
sites to Macro BSs to improve the cell edge performance, which is one of the main challenges faced by the developing standards. They are normally offering flexible site acquisition with low power consumptions and, using over-the-air link as backhaul connection to the base stations, providing coverage extension and capacity enhancement with little to no incremental backhaul expense as shown in figure (1.11). They are especially suitable for the scenarios where terrestrial condition is too harsh for wired backhaul connections.

The first commercial standard incorporating relaying technology is IEEE.801.16j [36]. The relay group developed new BS and RN capabilities to enable relay networks to be realized and provide support for access by legacy devices. Two different operating modes are provided: transparent mode and non-transparent mode. LTE-A is also considering using relaying technology for cost-efficient throughput enhancement and coverage extension and more sophisticated relaying strategies are being incorporated [38].

RNs cover much smaller area than macro BSs. They may have additional transmission power compared to terminals and yet be much lower compared to a base station because of their limited functionality and lower transmission power. Thus a more energy efficient power consumption model is expected for RNs and as a consequence they can be promising solution for ‘green’ cellular networks. However, as we discovered in previous results, relay is not always able to help and to what level it can help is highly depending on the power model, RN’s location and number of RNs deployed. The objective of optimizing the usage of RNs needs to answer at least two following questions:

1. How many RNs are needed to minimize the energy usage?

2. What are the optimum locations for these relay nodes in order to reduce the energy consumptions

The rest of the section will address these two questions first and extend our study to other interesting topics such as the comparison of indoor and outdoor relay applications.
1.4.1 Cellular System and Power Model

Before we can investigate the relay-assisted cellular system, we need to introduce the basic concept of a cellular network as well as introducing a well defined power model. A cellular network is defined as a radio network distributed over cells which are joined together to provide radio coverage over a wide geographic area. In this paper, each cell consists of three sectors and each sector is defined as a hexagon with radius $R$ as shown in figure (1.11). The BSs are located in the center of each cell and consist of three directional antennas, each serving a different sector of the cell. The antenna pattern is given as [64]

$$G(\Theta) = G_{\text{max}} - \min\left\{12\left(\frac{\Theta}{\Theta_{3dB}}\right)^2, G_{f2b}\right\}$$

(1.65)

$$G_{\text{max}} = 14\text{dBi}, \Theta_{3dB} = 65^\circ, G_{f2b} = 20\text{dB},$$

where $G_{\text{max}}$ is the boresight antenna gain, $\Theta$ is the angle between the sector and the mobile (BS-UE) line of sight and the sector boresight, $\Theta_{3dB}$ is the 3 dB angle, also defined as beam-width in this work, and $G_{f2b}$ is the antenna front to back ratio.

The RNs are placed in some specific positions as shown in figure (1.12). There could be multiple RNs in each sector. In such a case, some interference coordination mechanism between RNs might need to be considered. We assume that each RN has an omni-directional antenna.

Normally, the received signal from a BS suffers from path-loss, slow fading and fast fading. A simple model taking path-loss into consideration is given as [64]

$$PL(dB) = 15.3 + 37.6\log_{10}(d),$$

(1.66)

where $d$ is the BS-UE distance in meters. The shadowing $SF(dB)$ follows a log-normal law with mean 0 and shadowing standard deviation $SD$. Based on this propagation model, the long-term power received by a UE from a BS ($BS_i$) can be expressed in dB as

$$P(BS_i \rightarrow UE) = P_{Tx} + G_{UE} + G - PL(d) - SF(BS_i \rightarrow UE),$$

(1.67)
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where $P_{Tx}$ is the transmission power of the BS, $G$ is the antenna gain, $d$ is the BS-UE distance and $SF(BS_i \rightarrow UE)$ is the (correlated) shadowing in dB between the BS and the UE. We can introduce coverage defined as the fraction of cell area where the received power is above certain threshold. However, in this work, we use another commonly used metric of interest $G_{factor}$ to evaluate coverage

$$G_{factor} = \frac{P(BS_i \rightarrow UE)}{\sum_{j \neq i} P(BS_j \rightarrow UE) + P_{therm}},$$

(1.68)

where $P(BS_i \rightarrow UE)$ is given in mWatts and $P_{therm}$ is the thermal noise power given in mWatts. The long-term coverage is defined as

$$Cov = \frac{1}{S_a} \int_{S_a} \Pr \{G_{factor}(x, y) \geq G_{factor,min}\} \, dxdy,$$

(1.69)

where $S_a$ is the area of a sector.

An accurate power model is essential to evaluate the energy efficiency of a system. Since the energy consumption estimation mainly involves BSs and RNs, we set up two different power models for each type of nodes. A general power model has been given in [65], where a high-level block diagram with the main radio sub-systems is defined and the power consumption of each sub-system is calculated individually.

As shown in figure (1.13), the power consumption is stemming from multiple subsystems including a lossy Antenna Interface (AI), a Power Amplifier (PA), a Radio Frequency (RF) small-signal transceiver section and a baseband interface (BB), a DC-DC power supply regulation, an active cooling system and finally a main AC-DC power supply for connection to the electrical power grid. The overall power consumption can be broke down in subsystem level to illustrate each subsystem’s influence more precisely.

A state-of-the-art energy consumption estimation for a typical commercial BS is given in table (1.1) as well as the power consumption breakdown figure (1.14).

It is interesting to note that in Macro BSs it is mainly the PA that dominates the total power consumption, owing to the high antenna interface losses.
The RN power consumption model is established in [66] and given in table (1.2). The power breakdown figure (1.15) shows that the main source for power consumption is still the PA. Generically speaking, RNs have significantly lower transmission power, thus consumes much less energy compared to macro BSs. The well-timed power model will form the basis for the energy efficiency study afterwards.

1.4.2 Optimization of RN Deployment

The link level results have revealed that the locations of RNs play an important role in the overall energy efficiency. In cellular systems, the number of RNs deployed in one sector is also an interesting topic worthy of being studied. Most of the analysis in this chapter focuses on downlink communication. Still communication takes place in two orthogonal phases. In the first phase, the BS transmits while the RN and the UEs receive, and in the second phase the BS and the RN transmit while the UEs receive. We assume that the phases are synchronized so that the first phase and second phase occur simultaneously in all cells.

Assuming that all BSs transmit at the same time and frequency with maximum power, and that the cellular architecture is such that each cell sees the same interference, i.e. neglecting network edge effects, we can focus on a single sector of a single cell. We start from the scenario that there is only one RN associated with each sector and extend out discussion to multiple RNs afterwards.

We start from single RN case. During the first phase, the RN in sector $j$ receives (time indices of the symbols are removed for ease of notation)

$$y_{r,j} = h_jx_{s,j}^1 + \sum_{k \in \Omega, k \neq j} h_kx_{s,k}^1 + z_r, \quad (1.70)$$

where $h_j$ is the sector $j$ to RN channel (the path-loss, shadowing, antenna gain and etc. are absorbed for ease of notation), $x_{s,j}$ is the transmitted signal from sector $j$, $z_r$ is the additive Gaussian thermal noise at RN, $\Omega$ is the set of all interfering sectors, and superscript stands for phase. Here the second term actually represents the summation of two parts: the intra-cell interference from other sectors within the same BS and inter-cell interferences from the
sectors of other BSs. They can be treated in the same way. It should be noted that we do not take RNs in other sectors as interfering nodes because their transmission power is very low compared to the BSs and the interference generated can be ignored. We further assume that only one UE is served by RN in each sector, the received signal is

\[ y_{UE,j}^{1} = h_{UE,j}x_{s,j}^{1} + \sum_{k \in \Omega, k \neq j} h_{UE,k}x_{s,k}^{1} + z_{UE}, \]  

(1.71)

where \( h_{UE,j} \) is the sector \( j \) to UE channel and \( z_{UE} \) is the additive Gaussian thermal noise at UE. During phase 2, the BS and the RN transmit and the UE receives

\[ y_{UE,j}^{2} = h_{UE,j}x_{s,j}^{2} + h_{UE,r}x_{r} + \sum_{k \in \Omega, k \neq j} h_{UE,k}x_{s,k}^{2} + z_{UE}, \]  

(1.72)

where \( h_{UE,r} \) is the RN to UE channel. The UE then jointly processes \( y_{UE,j}^{1} \) and \( y_{UE,j}^{2} \) to decode the message, depending on the forwarding scheme employed by the RN. With a similar approach to that followed for the achievable rate derivation, and considering the power consumption model, in each point of the sector the Shannon Capacity and the energy consumption per bit of different relaying schemes can be evaluated. We define the average energy efficiency as

\[ E_{ave} = \frac{\text{total energy consumption}}{\text{average capacity within a sector}}. \]  

(1.73)

Without considering fast fading, the equivalent \( G_{factor} \) is defined as a function of Shannon Capacity

\[ G_{fac,eq} = 2^{C/B} - 1, \]  

(1.74)

where \( C \) is the Shannon capacity at one point of the sector. We assume the inter-cell distance is 2000 meters. The the equivalent \( G_{fac,eq} \) and energy consumption distributions are reported in figure (1.16)and (1.17), where DF is applied. If we set coverage threshold as 0dB, with the RN, the coverage can be improved 8%. However, energy consumption is not reduced but rather increased by using relay. With a RN, the system’s capacity can be improved and extra amount of bits can be delivered. However, adding a RN to the network comes with a cost, i.e. extra energy consumption required for the RN. If the influence of the extra required energy outweighs the benefit, i.e. the improvement in capacity, the energy efficiency of the
network is actually degraded. This is exactly what happened in our case.

However, in figure (1.17), the RN is just randomly deployed in the sector and only DF is considered. The link level results have indicated that the distance, designated as $d$, between the source, i.e., BS, and the RN plays a key role in the overall system energy efficiency. Now we optimize the location of the RN and investigate how the energy efficiency is changed with location and forwarding schemes. Not that in a two dimensional cellular system, we need to consider the angle between the BS and the RN line of sight and the sector boresight as well, denoted as $\theta_r$.

Figure (1.18) shows $E_{\text{ave}}$ when the RN is moving away from the BS towards the sector edge along the direction with $\theta_r$ equal to 60 degrees. As we can see, the location of the RN changes the system’s capacity as well as the energy efficiency. For a RN using DF, cell edge might not be a good option because it would be difficult for the RN to decode in such a long distance and the improvement of capacity is small. With extra energy required, the energy efficiency is degraded compared to no RN case. The optimal location is in the middle of the BS and the cell edge and, compared to no RN case, the energy efficiency is improved. With hybrid relaying, the energy efficiency can be further improved because the RN has the flexibility of choosing CF when decoding is difficult. The UE is benefiting from receive diversity when CF is used. The optimal location of hybrid relaying is close to the cell edge.

Now we move to multiple RN scenario. If phase synchronization is not achieved by the network, multiple RNs within the same sector can have different duplexing schedules which cause interference to each other when some RNs are in transmitting phase but others are in receiving phase. Even with phase synchronization, inter-RN interference can still exist when the same sub-carriers are used by different RNs. In this chapter, we assume that BSs uses some resource allocation schemes which guarantee the orthogonality of multiple RNs within in one sector. Since we only consider one UE scenario for simplicity, the UE owns all available resources and the assumption does not make any significant difference. However, in multiple UE case, a central or distributed resource allocation strategy needs to be employed and each RN can only have limited resources.

Supposing $N_r$ RNs within one sector, during phase 1, the BS multicasts to RNs and UE,
the received signal at RN $i$ is

$$ y_{r,j \rightarrow i} = h_{j \rightarrow i} x_{s,j}^1 + \sum_{k \in \Omega, k \neq j} h_{k \rightarrow j} x_{s,k}^1 + z_{r,i}, \quad (1.75) $$

where $h_{j \rightarrow i}$ is the sector $j$ to RN $i$ channel, $z_{r,i}$ is the additive Gaussian thermal noise of RN $i$ for $1 \leq i \leq N_r$. At the same time, the UE listens to the BS and it reads (1.71). The second phase has multiple sources and single destination. We consider the relay selection scheme (RSS). In RSS, the UE is associated with only one RN, denoted as active RN, which has the strongest RN to UE link and other RNs are in idle state. The active RN and BS transmit and the UE receives

$$ y_{UE,j}^2 = h_{UE,j} x_{s,j}^2 + h_{UE,i} x_{r,i} + \sum_{k \in \Omega, k \neq j} h_{UE,k} x_{s,k}^2 + z_{UE}, \quad (1.76) $$

where $h_{UE,i}$ is the RN $i$ to UE channel. Since the other RNs are not transmitting, they do not generate interference. The UE just acts in the same manner as it does in the single RN scenario. The selected RN can employ any forwarding scheme including a hybrid scheme. The capacity of a sector with two RNs is shown in figure (1.19).

As can be seen in figure (1.20), adding RNs can improve the capacity in the vicinity of the RN (here only path-loss is considered to give a clear picture). With multiple RNs, it is natural to spread the RNs evenly in a sector to balance the possibility of a UE served by a RN in the whole area. In this regard, we choose $\theta_r$ as

$$ \theta_{r,i} = \frac{180^\circ}{N_r + 1} i, \text{ for } 1 \leq i \leq N_r. \quad (1.77) $$

We move the RNs from the BS towards the cell edge and show the average energy efficiency $E_{ave}$ for $N_r=2, 4$ and 6.

Using $N_r$ RNs does not necessarily mean that the required energy for RNs is increased for $N_r$ times. As we mentioned, RN selection is applied in this multiple RN scenario. Only the UE associated RN is actively receiving and transmitting while the other RNs are in the idle state. However, those RNs cannot be entirely switched off because a UE with mobility might need access at any time and thus some sub-systems are still working and consuming
certain amount of energy. The idle RN energy consumption can be obtained based on the RN power model and it will determine the optimal number RNs to be deployed. As shown in figure (refrelay2RN), increasing number of RNs is able to improve $E_{\text{ave}}$ but the improvement is getting less. For instance, from 1 RN to 2 RNs $E_{\text{ave}}$ is improved by about 5% but from 4 RNs to 6 RNs $E_{\text{ave}}$ improvement is almost negligible. There are two consequences of deploying more RNs. One is that the system’s capacity is improved and the other is that more energy is needed for those idle RNs. If the capacity improvement is more significant, $E_{\text{ave}}$ can benefit; otherwise, it will suffer. Our results show that deploying more than 6 RNs in one sector might not be efficient from the energy and deployment cost points of view. The capacity improvement is very limited but the energy consumption is getting more and more significant.

1.4.3 Outdoor-to-Indoor Relaying

On the hand, the use of relay would tend to increase the overall network energy consumption, on the other hand, avoiding to waste large amount of power for transmitting through wall could save a lot more of energy. We investigate here the EE of in-building relaying scenario where a non-regenerative relay is used for relaying the signal of an outdoor BS to an indoor UE and, hence, the access link (RN-UE link) is more reliable than the donor link (BS to RN link) since the RN is meant to be close to the UE. Assuming this scenario, we can derive a simple close-form approximation of the channel capacity by following a similar approach based on random matrix theory as in [67], utilize it for defining the EE of this AF system and, then, comparing its EE against traditional point-to-point (P2P) communication.

In this study, we consider a cooperative MIMO AF system that is composed of three nodes, i.e. a BS with $n$ antennas, a nonregenerative RN with $q$ antennas and a DN with $r$ antennas. For the simplicity of the introduction, we assume a half-duplex relaying scenario with two phases of equal duration. In the first phase, the BS broadcasts its signal to the RN and UE; in the second phase, the RN, which acts as a repeater, transmits an amplified version of the BS signal to the UE. We also assume that the access link is far more reliable than the other two links. In our model, the SNRs of the direct (BS-UE), donor and access
links are defined as $\gamma_0$, $\gamma_1$, and $\gamma_2$, respectively, and $\sigma = \gamma_0/\gamma_1$ stands for the SNR offset between the direct and donor links. According to this system model, it has been indicated in [68] that the maximum achievable SE of the MIMO AF can be approximated as

$$C \approx \frac{1}{2 \ln(2)} \left[ n \ln \left( \frac{\gamma_0}{d_0} \right) + q \left( \ln (1 + \sigma d_0) + \frac{1}{1 + \sigma d_0} - 1 \right) + r \left( \ln (1 + d_0) + \frac{1}{1 + d_0} - 1 \right) \right]$$

(1.78)

when the access link quality is 20 dB higher than the donor link, i.e. $\gamma_2 \gg \gamma_1$, and for large values of $n$, $q$, and $r$. In addition, $d_0$ is the unique nonnegative root of the following polynomial

$$P(d) = d^3 \lambda_1^2 + d^2 \left[ \lambda_1 (\lambda_0 \lambda_1 (r+q-n)+\lambda_0+\lambda_1) \right] + d \left[ \lambda_0 \lambda_1 (1+\lambda_0 (r-n)+\lambda_1 (q-n)) \right] - n \lambda_0^2 \lambda_1,$$  

(1.79)

where $\lambda_i = \gamma_i/n$, $i = \{0, 1\}$. The main purpose of (1.78) is the evaluation and comparison of the capacity of in-building MIMO AF systems in a faster way than time consuming Monte-Carlo simulations, and with a sufficient accuracy such that it can be used in network simulation and optimization. In addition, it can provide upper bounds on the achievable rate of generic cooperative MIMO AF systems. As far as the total power consumption of this MIMO AF system is concerned, it can be characterized as

$$P_{\Sigma,AF} = P_{BS,Tr} + P_{RN,Tr} + P_{RN,Re} + 2P_{UT,Re}.$$  

(1.80)

according to the two-phase transmission model, where $P_{BS,Tr}$, $P_{RN,Tr}$, $P_{RN,Re}$ and $P_{UT,Re}$ are the consumed power relate to BS transmission, RN transmission, RN reception and UE reception, respectively. In [65], the total consumed power of several types of BS for both transmitting and receiving signals has been abstracted from real measurement (see Table 1.1 for macro BS) as

$$P_{BS} = t(\Delta P_{BS} P_1 + P_{Ov,BS}),$$  

(1.81)

where $t$ is the number of transmit antenna at the BS, $\Delta P$ accounts for the power amplifier (PA) inefficiency and $P_0$ is the overhead power, i.e. signal processing overhead, cooling and power supply (PS) losses as well as current conversion losses (see Figure 1.13). In addition $P_1$ is the transmit power per PA, i.e. per antenna, at the BS and it varies from 0
to $P_{\text{max}}$. In the updated version of [65], it has been shown that this linear abstraction can also be used for either rural or urban RNs based on the measurement of Table 1.2 such that $P_{\text{RN}} = t(\Delta P_{\text{RN}}P_2 + P_{\text{Ov,RN}})$, where $P_2$ is the transmit power per PA at the RN. Moreover, the same linear type of power model has been used in [69] for characterizing the power consumption of a UE. Assuming the linear power model of (1.81) for each node, the total consumed power of the system in (1.80) can be re-expressed as

$$P_{\Sigma,AF} = n(\Delta P_{BS}P_1 + P_{\text{Ov,BS}}) + q(\Delta P_{\text{RN}}P_2 + P_{\text{Ov,RN}}) + q\varsigma P_{\text{Ov,RN}} + 2r\varsigma P_{\text{Ov,UE}}, \quad (1.82)$$

where $\varsigma \in [0,1]$ characterizes the ratio between transmission and reception overhead power. Intuitively, less overhead power will be necessary for receiving than transmitting signals. The EE in bits/J/Hz of this system can then be simply defined as the ratio of its SE in (1.78) to its total consumed power in (1.82) such that

$$C_J = \frac{C}{P_{\Sigma}}. \quad (1.83)$$

Using the values for $P_{BS}$ and $P_{RN}$, i.e. 1350 W and 25.5 W (urban RN), in Tables 1.1 and 1.2, respectively, and the method in [65] for linearizing the total consumed power of various types of BS, we have obtained the following parameters regarding the abstracted power model of (1.81): $\Delta P_{BS} = 7.5$, $P_{\text{Ov,BS}} = 375$ W as well as $P_{\text{max,BS}} = 40$ W for the macro BS and $\Delta P_{\text{RN}} = 6.3$, $P_{\text{Ov,RN}} = 6.45$ as well as $P_{\text{max,RN}} = 1$ W such that $P_{BS} = 1350$ W and $P_{RN} = 25.5$ W for $t = 2$ as in Tables 1.1 and 1.2, respectively. In addition, we have set $P_{\text{Ov,UE}} = 100$ mW according to [69] and the ratio between transmission and reception overhead power as $\varsigma = 0.5$. Utilizing these parameter values, we have then compared the EE of MIMO AF against MIMO P2P in the in-building scenario in Figures 1.21 and 1.22. Notice that equations (1.78) and (1.82) revert to

$$C \approx \frac{1}{\ln(2)}\left[n \ln \left(\frac{\gamma_0}{d_0}\right) + r \left(\ln (1 + d_0) + \frac{1}{1 + d_0} - 1\right)\right], \quad (1.84)$$

and

$$P_{\Sigma,P2P} = n(\Delta P_{BS}P_1 + P_{\text{Ov,BS}}) + r\varsigma P_{\text{Ov,UE}}, \quad (1.85)$$
respectively, for MIMO P2P communication. In Figure 1.21, we plot the EE of MIMO P2P and MIMO AF as a function of the SNR offset between the direct and donor links, $\sigma$, for $n = q = 4$, $P_2 = 1$ W, $P_1 = 40$ W (P2P) and $P_1 = 37.3, 19.3$ and 1.3 W (AF) which have been obtained such that $P_{\Sigma,AF} = P_{\Sigma,P2P}$, $P_{\Sigma,AF} = 0.8P_{\Sigma,P2P}$ and $P_{\Sigma,AF} = 0.6P_{\Sigma,P2P}$, respectively. Assuming the same level of noise at the UE for both the P2P and AF cases, it implies that $\gamma_0 \in [0, 20]$ / $\gamma_1 = 15$ dB for P2P and $\gamma_0 \in [-0.3, 19.7]$ / $\gamma_1 = 14.7$ dB, $\gamma_0 \in [-3.1, 16.9]$ / $\gamma_1 = 11.9$ dB as well as $\gamma_0 \in [-14.8, 5.2]$ / $\gamma_1 = 0.2$ dB that corresponds to $P_1 = 37.3, 19.3$ and 1.3 W, respectively, for AF. Results first indicate that MIMO AF is far more energy efficient than P2P MIMO for the case of $r = 1$. Moreover, it can be remarked by comparing the blue with the red curves that MIMO AF can help to reduce the total consumed power while at the time slightly increasing the EE, which is most desirable. Indeed, EE being the ratio between SE and the total consumed power, it can be achieved either by increasing the SE while keeping the same $P_\Sigma$ (or even if $P_\Sigma$ increases) or reducing the total consumed power while keeping the same $C$ (or even if $C$ decreases). In the context of energy saving, the former approach for being energy efficient is the right one and these results indicate that MIMO AF can do just that. When reducing further $P_{\Sigma,AF}$ to $P_{\Sigma,AF} = 0.6P_{\Sigma,P2P}$, MIMO AF can still be more energy efficient than MIMO P2P when the quality of the donor link is at least 6 dB higher than the quality of the direct link. In the case that $r = 4$, MIMO AF can help to reduce the total consumed power by 20% while being more energy efficient than MIMO P2P as long as $\sigma < -6$ dB.

In Figure 1.22, we depict the EE, SE and total consumed power of MIMO P2P as well as MIMO AF against the BS transmit power per antenna for various number of antennas and $\sigma$ values. In addition, we consider that $n = q = 4$, $P_2 = 1$, $\gamma_0$ varies from -15 to 15 dB. In the left hand-side plot (EE plot), results first clearly show the existence of a maximum for the EE, which is not necessarily obtained for the maximum transmit power. Moreover, results confirm that MIMO AF EE gain over MIMO P2P increases as the number of receive antenna at the UE, $r$, decreases (when comparing the blue with the black curves) and as the quality of the donor link increases in comparison with the quality of the direct link (when comparing the brown, purple and blue dotted curves with the black dotted curve for $r = 1$). Looking now a the upper right-hand side graph ($P_\Sigma$ plot), it shows that the total consumed power of the MIMO AF as a function of $P_1$ is always greater than that of MIMO P2P, which
is obvious due to the additional RN power consumption in MIMO AF. Thus, it implies that the better performances of MIMO AF against MIMO P2P in terms of EE (EE plot) are not due to power saving but SE improvement, as it is confirmed by the lower right-hand side graph (SE plot) where the SE gain of MIMO AF over MIMO P2P can be seen for different values of $\sigma$ and $r = 1$. However, one can also look at these graphs in a different way. Let us assume that we want to use MIMO AF to reduce the total consumed power by 20% in comparison with MIMO P2P when $\sigma = 0$ dB and $r = 1$. It corresponds in the x-axis of the $P_\Sigma$ plot to a reduction of 5 dBm in the BS transmit power per antenna, which in turn corresponds to an increase of 50% for the EE (see EE plot). As a reminder of the existence of a trade-off between EE and SE [70], this power saving will come at the cost of a 3 bits/s/Hz reduction (see SE plot).

Overall, the results reveals that relaying can increase the EE in comparison with P2P communication by either power saving or SE improvement in an in-building scenario, especially when the number of receive antennas at the UE is lower than the number of antennas at the BS and RN as well as when the quality of the donor link is higher than the quality of the direct link. Results also indicate that even though transmitting with maximum power implies maximum SE, it does not necessarily imply maximum EE.

### 1.5 Conclusion and Future Works

In this chapter, a comprehensive investigation of cooperative communication systems has been presented and fundamental understanding from both the theoretical and practical points of view has been achieved. We considered typical relaying schemes including AF, DF CF, and hybrid schemes and studied their spectral and energy efficiency performances at both link and system levels.

Flexible approaches have been taken to combine different forwarding strategies, enabling the system to efficiently and dynamically adapt itself to the variations of the channel. The CF/DF based strategy shows significant improvement in terms of throughput and energy consumption. However, it should be emphasized that compared with direct transmission,
the cooperative strategy only shows improved energy efficiency when the distance between the destination and the source is large. The main advantage of the proposed hybrid CF/DF or AF/DF based strategy is that it can achieve either transmit or receive diversity. Another issue we need to emphasize is the power model employed. For a meaningful analysis we need to strike the right balance between realistic modelling and mathematical tractability and we believe that the very important aspect of realistic energy consumption is well captured by our current power model.

Furthermore, relay has been studied in cellular networks. We have used more complex and realistic models for the BS and RN. Analysis shown that RNs should be deployed at the cell edge to improve the energy efficiency. The number of RNs deployed in a sector should be optimized in terms of energy consumption. Deploying more RNs in a sector might be able to improve the average capacity of the system, but it also causes more energy consumption. When the disadvantage it brings outweighs the benefit, using more RN provides little spectrum improvement but occurs huge energy consumption, leading to low EE. Generally speaking, we can reach the conclusion that green communication is able to benefit from the usage of relaying technology with delicate design.

Although our work has significantly contributed towards the improvement of cooperative communication systems both in terms of SE and EE, there are still numerous opportunities for further improvements. In multiple RN case, using coordinated multi-point Tx/Rx of RNs might be more efficient than relay selection and, thus, it is an interesting topic to investigate. The current relay architectures, which are defined in IEEE 802.16m and 3GPP LTE-Advanced, are only optimized for fixed relay, i.e. the RN is attached to a designated BS and becomes a part of the fixed access network. A mobile relay architecture, where relay can change their BS attachment according to operation demand, will promise more resilient and flexible relay deployment. Furthermore, network coding for the two-way relay channel is also regarded as one of the key enabling techniques for green communication.
CHAPTER 1. GREEN RELAY TECHNIQUES IN CELLULAR SYSTEMS

References

1.5. CONCLUSION AND FUTURE WORKS


[29] Michael Kats and Shlomo Shamai, ”Relay Protocols for Two Colocated Users,” IEEE
CHAPTER 1. GREEN RELAY TECHNIQUES IN CELLULAR SYSTEMS


[37] IEEE Std 802.16m at http://ieee802.org/16/tgm/


1.5. CONCLUSION AND FUTURE WORKS


Table 1.1: Macro BS Power Model

<table>
<thead>
<tr>
<th>Macro</th>
<th>Max Transmit rms power</th>
<th>dBm</th>
<th>Max Transmit rms power</th>
<th>W</th>
<th>PAPR</th>
<th>dB</th>
<th>Peak Output Power</th>
<th>dBm</th>
<th>Pdc</th>
<th>W</th>
<th>Power-Added Efficiency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Max Transmit rms power</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PAPR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Peak Output Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRX</td>
<td>Max Transmit rms power</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TX Pdc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RX Pdc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Total Pdc</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB</td>
<td>Radio [inner rx/tx]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LTE turbo [outer rx/tx]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Processors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Total Pdc</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC-DC</td>
<td>loss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pdc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooling</td>
<td>loss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pdc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main Supply</td>
<td>loss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pdc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total 1 Radio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Sectors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of PAs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total N Radio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 1.2: RN Power Model

<table>
<thead>
<tr>
<th></th>
<th>Rural</th>
<th>Urban</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Transmit rms power [dBm]</td>
<td>37.0</td>
<td>30.0</td>
</tr>
<tr>
<td>Max Transmit rms power [W]</td>
<td>5.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PAPR [dB]</td>
<td>8.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Peak Output Power [dBm]</td>
<td>45.0</td>
<td>42.0</td>
</tr>
<tr>
<td><strong>Pdc</strong> [W]</td>
<td>14.1</td>
<td>2.8</td>
</tr>
<tr>
<td>Power-Added Efficiency [%]</td>
<td>35.6</td>
<td>35.6</td>
</tr>
<tr>
<td><strong>TRX</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Transmit rms power [dBm]</td>
<td>-14.0</td>
<td>-21.0</td>
</tr>
<tr>
<td>TX Pdc [W]</td>
<td>1.6</td>
<td>0.6</td>
</tr>
<tr>
<td>RX Pdc [W]</td>
<td>2.2</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Total Pdc</strong> [W]</td>
<td>3.8</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>BB</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio[inner rx/tx] [W]</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>LTE turbo [outer rx/tx] [W]</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Processors [W]</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td><strong>Total Pdc</strong> [W]</td>
<td>6.8</td>
<td>6.8</td>
</tr>
<tr>
<td><strong>DC-DC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>loss [%]</td>
<td>6.4</td>
<td>6.4</td>
</tr>
<tr>
<td><strong>Pdc</strong> [W]</td>
<td>1.6</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>Cooling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>loss [%]</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Pdc</strong> [W]</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Main Supply</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>loss [%]</td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td><strong>Pdc</strong> [W]</td>
<td>2.0</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Total 1 Radio</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[W]</td>
<td>28.3</td>
<td>12.8</td>
</tr>
<tr>
<td><strong>Number of PAs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Total N Radio</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[W]</td>
<td>56.5</td>
<td>25.5</td>
</tr>
</tbody>
</table>
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Figure 1.1: A relay system in the urban environment. (a) mobile relay (b) fixed relay

Figure 1.2: Half-duplex Relaying.

Figure 1.3: Relay deployment approaches.
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Figure 1.4: Energy per bit in shot range.
Figure 1.5: Energy per bit in long range.

Figure 1.6: Feedback Channel.
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Figure 1.7: State Diagram.

Figure 1.8: Spectrum Efficiency.
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Figure 1.9: Energy Efficiency in Short Distance.

Figure 1.10: Energy Efficiency in Long Distance.
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Figure 1.11: RNs in cellular networks.

Coverage extension          Capacity Increase

Figure 1.12: Cellular System.
Figure 1.13: Power Model.

Figure 1.14: Macro Power Model Breakdown.
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Figure 1.15: RN Power Model Breakdown.

Figure 1.16: CDF of $G_{fac,eq}$
Figure 1.17: CDF of Energy Consumption per Mbps.
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Figure 1.18: $E_{ave}$ with Single RN

Figure 1.19: Capacity with Two RNs.
Figure 1.20: $E_{\text{ave}}$ with Multiple RNs
Figure 1.21: EE of MIMO P2P and MIMO AF as a function the SNR offset between the donor and direct links for $n = q = 4$. 

MIMO P2P
MIMO AF, $P_{\Sigma, AF} = P_{\Sigma, P2P}$
MIMO AF, $P_{\Sigma, AF} = 0.8P_{\Sigma, P2P}$
MIMO AF, $P_{\Sigma, AF} = 0.6P_{\Sigma, P2P}$

- - - $r = 1$
- - - $r = 4$
Figure 1.22: EE, SE and total consumed power of MIMO P2P as well as MIMO AF vs. the BS transmit power per antenna in dBm for various number of antennas and $\sigma$ values.