Development of large area polycrystalline diamond detectors for fast timing application of high-energy heavy-ion beams
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Abstract

We have studied the effects of electrode fabrication and detector capacitance on the time resolution of large area electronic grade polycrystalline diamond sensors, made using chemical vapour deposition, that are suitable for time of flight measurements of heavy ions at relativistic velocities. Sensors were prepared both in house, with Al or Au metal contacts, and commercially fabricated with Au/diamond-like carbon contacts. \(^3\)He, \(^40\)Ar and a mixture of \(^20\)Ne and \(^16\)O beams at 16.3, 33.5 and 21-23 MeV/u, respectively were used on these devices whilst arranged in transmission geometry. Signal processing only began over one meter away from the sensors. The present approach, where we have large-area/large capacitance multi-strip detectors with processing electronics at some distance from the target, is compatible with anticipated space limitations in particle-identification and tracking setups at existing and planned nuclear fragmentation facilities. In a systematic study under these conditions, we demonstrate that the time resolution is limited by detector capacitance and energy deposition in the sensors. An intrinsic time resolution \(\sigma_t = (44 \pm 5)\) ps was achieved for a diamond detector of \(~14\) pF capacitance. We conclude that, once further refinements are made, a large area time of flight detection system using polycrystalline diamond detectors would be able to provide time resolutions better than 40 ps, approaching the requirement for particle-identification in relativistic fragmentation experiments, such as those at the facility for antiproton and ion research, FAIR.

1. Introduction

The development of radioactive beam facilities that use relativistic beams to produce exotic nuclei is presenting significant new opportunities for spectroscopy of nuclei at the very limits of existence. Facilities, such as the Facility for Antiproton and Ion Research (FAIR) \(^1\) in Germany and Facility for Rare Isotope Beams (FRIB) \(^2\) in Michigan USA, are in development now, and significant investments in new detector technology are required to both track and identify the exotic nuclei created, and perform the spectroscopic measurements. One requirement that is
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becoming increasingly important for fragmentation facilities is the need for fast-timing detectors of large area, with timing resolution $\sigma_t$ of better than 40 ps for relativistic heavy ions.

The work described here is motivated by the development of a FAIR device, namely the Lund-York-Cologne Calorimeter (LYCCA) [3-5], which is currently under development and testing. The Superconducting Fragment Separator (Super FRS) [6] at FAIR will separate beams of rare exotic nuclei, which will be focussed onto a reaction target for in-beam gamma-ray spectroscopy. LYCCA is downstream of the reaction target and is designed to track and identify the resulting nuclei – which involves using high-precision time-of-flight measurement. The current paper is not intended to describe LYCCA or any of its detectors, and for this we refer to a forthcoming paper [5] and the technical design report [3]. It is the high-precision time-of-flight requirement that motivates the current work, as diamond is one possible detector solution. Other fast-timing possibilities exist, such as fast-plastic scintillator membranes (see ref. [7]) which are used in the current version of LYCCA [7].

In a typical experiment at aforementioned facilities, timing detectors will receive a high-integrated particle flux. Therefore, radiation hardness and robustness will be a general requirement. In addition, three important issues particularly relevant to LYCCA are addressed in this paper: (i) large area coverage - a detector module of active area around 36 cm$^2$ (~6 cm x 6 cm) is required, due to the size of the beam spot; (ii) signal processing at a large distance - the electronics setup for processing fast-timing signals is unlikely to be placed in close proximity to the detector, due to space constraints and the expected large number of channels required and (iii) specific requirement on time resolution - simulations specifically developed for this project [4] show that in order to identify the produced nuclei, the timing detectors should have intrinsic detector timing resolutions, $\sigma_t$, below 40 ps when arranged in a transmission geometry with a time of flight path of only a few meters [4].

The present work investigates the potential of large area polycrystalline diamond detectors for this purpose, and in general, is of interest for any device used for tracking and identification of relativistic fragments.

There has been a large amount of developmental research work during the last few decades focussing on polycrystalline chemical vapour deposited (pcCVD) synthetic diamond material [8-21], which are commercially available in samples of large area. Due to the high electron and hole saturation velocity of $10^7\text{ cm/s}$, the material has been proven to provide a very good timing resolution (e.g. see refs. [9,10]). Moreover, it presents an extreme resilience to harsh environments, very high breakdown field strength ($10^7\text{ V/cm}$) [11] and the highest room temperature thermal conductivity of any material. Large area pcCVD diamonds were chosen for this developmental study because of these suitable characteristics.

One issue of considerable importance here is the incomplete charge collection observed for pcCVD diamond caused by grain boundaries [13]. Charge collection efficiency (CCE) is defined as the ratio of the collected charges at the electrode $Q_{coll}$ and the generated charges $Q_{gen}$ in the sample i.e., $\text{CCE} = Q_{coll}/Q_{gen}$. Typically, CCE is in the range of 0.1 to 0.6 in pcCVD as opposed to 1 for the single crystal CVD (scCVD) diamond. However, the poor CCE for the pcCVD diamond does not prevent it from achieving the time resolutions required for the proposed application, provided the charge deposited is sufficiently high. Furthermore, scCVD diamond is not available in large area samples and so, cannot be used for our purpose.

In this paper we present our recent study of the effect of electrode fabrication, and size (i.e. detector capacitance) on the timing characteristics for large area pcCVD synthetic diamonds, as well as the influence of threshold and signal amplitudes on their performance. The work we
present here adds a further dimension to the published data by providing a systematic experimental study of the capacitance effect for a series of custom made samples, fabricated and tested in identical conditions.

It is also worth noting that a recent and comprehensive experimental and theoretical review by Ciobanu et al. [21] summarises the ToF measurements carried out using sc/pc CVD detectors of various thicknesses and areas (i.e. different capacitances) with beams ranging from protons to heavy ions. Most of the results presented involved processing of detector signals at distances of few mm to cm, usually on the PCB on which the detector is mounted. In our work, we process the signals “conventionally” with GHz preamps located at a distance of approximately 1m from the detector.

Our results show that a large area pcCVD diamond detection system can provide the required high timing resolution under these conditions, i.e. for LYCCA or other related particle-tracking systems in nuclear physics.

2. Material and Methods

The present work mainly uses pcCVD synthetic diamond wafers with dimensions of 20 mm x 20 mm x 0.3 mm, which were obtained from Diamond Detectors Limited, UK (DDL). Prior to electrical contact fabrication, samples were thoroughly cleaned for durations of 10, 5 and 5 min. using aqua regia, acetone, and isopropanol, respectively. As shown in Fig. 1 (left), the metal layer forming the electric contact was deposited directly onto the wafer using the setup at the University of Surrey described later – the metallisation henceforth is referred to as ‘Type 1’. The Type 1 contacts were fabricated in a “sandwich” configuration; one side having Pattern 1 (see Fig. 1) of 4 strips with an area of 81 mm$^2$ (18.0 mm x 4.5 mm) per strip and a gap of ~275 µm between strips. The other side of the wafer was a planar ground pad of 18 mm x 18 mm. Two diamond samples were fabricated with 100 nm thick Au contacts using a shadow mask and a K575XD Turbo Sputter Coater to deposit the metal. The remaining two samples were prepared with 50 nm Al contacts that were deposited using photolithography in a thermal evaporator (Edwards E306), at a working pressure of 10$^{-6}$ Torr.

As shown in Fig. 1 (Right), devices with gold contacts were then installed onto a printed circuit board (PCB) using conductive and adhesive, fast drying, silver paint. Subsequently, the top 4-strip contacts were connected to the PCB signal lines using gold wires of 24 µm in diameter. The PCB has 50 Ω impedance-controlled tracks, to reduce reflections on the same time-scale as the sub-nanosecond rise time (i.e. the time it takes for the pulse to rise from 10% to 90% of its maximum height) of the pulses.

To investigate the timing resolution as a function of detector capacitance, we also produced signal pads A, B, C and D of Type 1 with four different areas of 90, 50, 12 and 6 mm$^2$ (corresponding to capacitances of 14.6, 8.1, 2.0 and 1.0 pF) respectively on one wafer. These pads are shown as Pattern 2 in Fig. 1. The ground pad in this case is the same as that for Pattern 1. Sensors with a capacitance of 13.5 pF that had been fabricated by DDL [20] were also used. These had a different metallisation that we refer to as ‘Type 2’. As can be seen in Fig. 1, ‘Type 2’ metallisation also has an additional Diamond-Like Carbon [DLC] layer between the diamond wafer and the Au contact. For more details see Galbiati et al. [20].

Prior to the experiments with the beam, sensors were systematically tested for variations in the applied bias using an $^{241}$Am alpha particle source and a charge sensitive pre-amplifier. This helped us to assess the detectors stability and determine an optimal bias for the tests. In the bias
range of ± 500 V, the leakage current from individual strips was found to be ~10 pA, leading to a bulk resistivity of ~ $1.4 \times 10^{15} \Omega \cdot \text{cm}$.

3. Experimental Setup

A typical arrangement of two PCBs in transmission geometry is shown in Fig. 1 (Right). Each of the PCBs holds two diamond wafers. Tests were carried out using particle beams from cyclotron facilities at Birmingham, UK and the Cyclotron Institute at Texas A&M University (TAMU), USA, to evaluate timing performances for different amounts of energy deposition. In both cases, the beam particles passed through the first detector and were either stopped in (Birmingham), or passed through (TAMU) the second, allowing for a diamond-diamond coincidence measurement using identical detectors. In order to conform with the specific aims of the tests performed, different beam properties and setups were used at the two facilities. A brief description is given in the following sub-sections.

3.1. Setup for measurements with 16.3 MeV/u $^3\text{He}$

The Birmingham MC40 Cyclotron facility provided a $^3\text{He}$ beam at energy of 16.3 MeV/u (i.e. 50 MeV), which was used for two separate tests. For the first test, two diamond detectors (Type 1, Pattern 1) were mounted in transmission geometry onto two PCBs and irradiated with a scattered beam inside (see below) a vacuum chamber. It should be noted that, for this test only, the signal lines were not impedance controlled. In the second test, two sets of diamond detector pairs, mounted in transmission geometry onto two impedance controlled PCBs, were again placed inside a vacuum chamber and irradiated with the beam scattered from a Pb target at ~45 deg (Type 1) and ~75 deg (Type 2) as shown in Fig. 2 (top).

As the scattered beam passed through, approximately half of the beam energy was deposited in the front wafer whilst the remaining energy was deposited in the back wafer. The charge collected at the metal contacts can be estimated by, $Q_{\text{coll}} = 1.6 \times 10^{-19} \cdot \text{CCE} \cdot \Delta E/e_{\text{ph}}$. Using 13 eV for the energy required to create an electron-hole pair ($e_{\text{ph}}$), and typical values of 0.35 and 30 MeV for the CCE and $\Delta E$ (energy deposited in the detector by the beam) respectively, we obtain 0.13 pC for $Q_{\text{coll}}$. The detector signals were transferred using a cable of ~1 m length from the PCB via SMA vacuum feed-through to the DBA IV [12], which was placed outside the vacuum chamber, for pre-amplification. In an ideal situation, for a pulse width of 1 ns and 50 $\Omega$ impedance-controlled high frequency line, we expect to see a 0.65 V signal at the output of the DBA IV with a gain of L=50 dB. For the calculation, we use $A_{\text{out}} = 10^{\frac{L}{10} \text{dB}/20} A_{\text{in}}$, where $A_{\text{out}}$ and $A_{\text{in}}$ are detector pulse amplitudes at the input and output of the DBA IV respectively. The outputs from the DBA IV typically had amplitudes of 0.2 V. The pulses were acquired in coincidence mode using a Tektronix TDS7254B 2.5 GHz oscilloscope.

For all the measurements described here, the signals were transported from the detector to the DBA IV by cables of type RG-316 and SMA vacuum feedthroughs. These cables were specially chosen because they are rated for low attenuation losses at high frequency, and transmit the diamond timing signals with subsecond rise times without significantly altering their characteristics. Cable lengths were kept as short as possible, typically between 0.5 to 1 meters, to minimize any alteration of the timing quality of the diamond signals.

Customised LabVIEW software code, developed in house, was used to carry out an off-line analysis of the data, which was collected by the 2.5 GHz oscilloscope. A pulse shape analysis
was also done using ROOT [22] based software, which not only served as a crosscheck, but also gave the possibility to analyse using complementary algorithms. This enabled a coincidence analysis, which included the ability to correlate timing performance with pulse height and threshold level.

In a simultaneous and complimentary measurement with the same detectors used in the second test, signals from the DBA IVs were processed through a dedicated setup of electronics and data-acquisition shown in Fig. 3. The current pulse produced within a diamond strip was transferred in an impedance-controlled manner to the DBA IV [12]. The HV input on the DBA IV allowed us to provide a voltage in the range of 300 to 1000 V to the diamond wafer. The DBA IV output was then fed to leading edge discriminators (LEDs), the thresholds on which could be set to as low as -10 mV with high stability. The NIM standard outputs from the LEDs were then converted to the ECL standard using a NIM-ECL converter, before getting fed to the time to digital converter (TDC) V1290A Caen module [23] in its high-resolution mode. The TDC can record times with a dispersion of 25 ps per channel and its trigger was set so as to collect the data only when at least one of the LED channels had beam related data (i.e., OR (LED)). As shown in Fig. 3, this was achieved using the SAC module [24] which distributes the trigger required by the data acquisition system in order to start the data collection. The OR (LED) was fed to the SAC module as the trigger, which in turn provides the Monitor (M2) signal that was shaped using the gate and delay generator (GDG) module. A coincidence signal of shaped M2 and the delayed OR (LED) was fed as a trigger to the TDC. The data was then transferred to our multi instance data acquisition system (MIDAS) [25] for storage and analysis. In this case only the timing information was recorded and for an off-line analysis using a custom-made software code.

3.2. Setup for measurements with $^{40}$Ar and $^{20}$Ne beams

The cyclotron institute located at TAMU provided suitable beams of different atomic number that were selected by the MARS separator [26]. The beam energies are higher compared to that for $^3$He from Birmingham cyclotron, and the energy loss in the detectors was much closer to the anticipated energy deposition at fragmentation facilities such as the Super FRS at FAIR, simulating more realistic conditions expected for the LYCCA applications. Four diamond sensors of Type 1, Pattern 1 were again installed in pairs on two-layer 50 Ω impedance controlled PCBs as shown in Fig. 1 (Right). Each of the front and back PCBs has one Au and one Al metallised wafer with a total of eight detector strips. The two-layer PCBs were then arranged in a transmission geometry separated by 14.5 (or 29.5) mm with a good alignment between the strips of same metallisation, Type 1 and were placed inside the vacuum chamber as shown in Fig. 2 (bottom). A secondary beam, mainly consisting of 35 MeV/u $^{40}$Ar ions, deposited approximately 500 and 750 MeV of energy as the ions passed through the front and back detectors respectively, producing signals with amplitudes of ~2 V. The post-preamplifier noise levels were typically around 30-40 mV. The DBA IV pre-amplified the fast current signals and the same setup of electronics as described in section 3.1 was used, together with the MIDAS for data acquisition.

A 25 MeV/u $^{20}$Ne primary beam was also used at TAMU, which after impinging on the cryogenic H2 target, generated secondary beams with the same mass to charge ratio of $q/m=1/2$, but with three different magnetic rigidities. This resulted in secondary beams that were mixtures of $^{20}$Ne (from inelastic scattering) and $^{16}$O (from the break-up of the $^{20}$Ne projectiles) at 3
energies of 22.5, 21.5 and 20.8 MeV/u, with different mixing ratios. Measurements were mainly made at 20.8 MeV/u where the two components were almost equal.

4. Results and Discussion

We investigated the timing properties of two diamond sensors metallised with Au contacts as a function of the applied bias voltage using a 16.3 MeV/u $^3$He beam. The strips on the front detector were kept at +600 V whilst the bias of the strips on the back detector was varied from +600 V to +1000 V. Signals typically with amplitudes of 0.1 – 0.2 V and a noise level of 20 mV were observed at the output of the DBA IV. In the LabVIEW analysis, the baselines of these signals were adjusted and matched. The time at which the signal reaches 30 mV (which is just above the 20 mV noise) was obtained for each pulse. A histogram of the calculated times of flight was created from their differences, i.e. the time-difference (TD) spectrum. A Gaussian fit to the ToF peak gave the time resolution, $\sigma_{TD}$, and its error.

Fig. 4 shows the time resolution, $\sigma_{TD}$, calculated from the pulse shape analysis for a front/back strip pair as a function of the applied bias. Each curve from the Birmingham data using $^3$He 16.3 MeV/u beam corresponds to a different signal/noise (S/N) ratio, which is proportional to the signal amplitude. A higher value for S/N implies higher signal amplitude, since the variation in the noise levels was negligible. It should be noted that, for this case, a PCB was used without impedance controlled signal lines. Fig. 4 reveals that $\sigma_{TD}$ a) does not show any clear trend with respect to the applied bias and stays nearly constant between +600 V and +1000 V – possibly due to the saturation of the charge carrier velocities at high bias, b) is lower for higher S/N values (or higher signal amplitudes) at a fixed bias, c) is ~128 ps per pair (or the time resolution per detector strip, $\sigma_t$ ~128 ps /$\sqrt{2}$ = 90 ps) for high signal amplitudes.

The resolution in the ToF spectra, $\sigma_{TD}$, can be improved by minimizing the contributions from the 'walk' and 'jitter' components, which depend on the detector and pre-amplifier characteristics respectively. The contribution from electronics can be given as [21]:

$$\sigma_e = \delta t + \frac{\sigma_n}{dV/dt} = \delta t + \frac{\sqrt{KT/C_D}}{2.28Q_{coll}BW/C_D}$$

where $\sigma_n$, $dV/dt$, $K$, $T$, $Q_{coll}$, $BW$ and $C_D$ correspond to noise dispersion, the slope of the signal at the discriminator threshold, Boltzmann constant, temperature, the collected charge, bandwidth of the pre-amplifier and the capacitance of the detector respectively. $\delta t$ is the contribution from intrinsic jitter of discriminator and time digitizer. The formula assumes that no parasitic capacitances are present in the setup. Clearly, the timing resolution improves as the charge collected by the metal contacts increases, which has also been observed in Refs. [18,21]. We therefore expect an improved $\sigma_{TD}$ for relativistic heavy ions, where the energy deposition in the sensors is considerably higher.

Fig. 5 (left) shows the pulse shapes from pads biased at +400 V with different capacitances, $C_D$. As can be seen, the rise time increases with $C_D$. Our results presented in Fig. 5 (right) show that the timing resolution, $\sigma_{TD}$, improves when the capacitance is reduced. Clearly, it is preferable to keep the capacitance as low as practically possible. This is in line with equation (1), from which it is expected that $\sigma_{TD}$ is proportional to $C_D^{-1/2}$. We also consistently observed a better performance for Type 2 contacts and of all the detectors tested until now the Type 2 devices gave the best results.
For the 35 MeV/u $^{40}$Ar measurements at TAMU, the energy losses in the sensor are greater than 500 MeV, which produce signals of ~2 V amplitude with a noise level of ~40 mV at the output of DBA IV. The leading edge discriminator thresholds were therefore adjusted to be at 40 mV. Some of the front strips were found to have poor performance, possibly due to the quality of the metal contact and signal lines, and therefore here we show the data from the best performing strips.

As can be seen in Fig. 4, the time resolution, $\sigma_{TD}$, for a front/back Au strip pair from the $^{40}$Ar data improves as a function of the applied bias between +300 V to +600 V. Of the two data points at +400 V (shown in Fig. 4 at +390 and +410 V for clarity), a better timing resolution was seen when we had improved noise conditions emphasising the importance of low noise levels. Fig. 6 (right inset) shows an overall total timing resolution of $\sigma_{TD} = 62\pm5$ ps, at +470 V bias applied to each of the strips. Assuming equal contributions, a resolution of $\sigma_t = 44\pm5$ ps was found for each detector strip. Such values are numerically comparable with those reported by Ciobanu et al. [21] although it should be noted that in our case, much higher energies were deposited in the sensors, and the detector signal processing was performed one meter away, i.e. not very close to the diamond detectors.

The same strip pair used with a slightly higher LED threshold level of 50 mV gave somewhat worse value of timing resolution, $\sigma_t = 53\pm5$ ps. This emphasizes the importance of low thresholds to minimize ‘walk’ effects. Consequently, we use LEDs that give the best possibility to use low thresholds.

For the cases of two Al strip pairs, we obtained $\sigma_{TD} = 102.0$ and 99.0 ps, ($\sigma_t = 72.1$ and 70.0 ps) respectively. No information was obtained from the other Al strip pairs due to their very low number of pulses detected. This could either be caused by the influences of the Al-diamond interface [20], or the oxidation of Al over time. It could also be related to the poor formation of the Al layer. Obviously, this needs confirmation by future experiments. From these results, we conclude that better timing resolutions were achieved using the data for diamond detectors metallised with Au contacts.

In order to investigate the timing characteristics at different signal amplitudes, we utilized the capability of the accelerator setup to provide a wide variety of beams and at different energies. A 20.8 MeV/u mixed beam of $^{20}$Ne and $^{16}$O from the cyclotron was also sent through the detectors. In this case the energy losses in the sensors (therefore the signal amplitudes) were lower compared to those for $^{40}$Ar beam. For example $^{20}$Ne deposited energies of 320 and 100 MeV in the front and back detectors, respectively. Even though the speed of both $^{20}$Ne and $^{16}$O is the same at the entrance of the first detector, the difference in energy loss through the detector means they travel with different speeds from the exit of the first detector to the entrance of the second detector. For the case of a flight path of only 14.5 mm, this fact led to the separation of the two peaks by ~150 ps in the timing histogram, demonstrating the remarkable capability of the detectors to distinguish between $^{20}$Ne and $^{16}$O. As shown in Fig. 6, a separation of ~300 ps between the corresponding peaks in the ToF spectrum was then achieved when the flight path was increased to 29.5 mm. The resolutions, $\sigma_{TD}$, for these two peaks are found to be around 81.0 and 96.0 ps ($\sigma_t = 57.3$ and 67.9 ps).

We note that a component of the secondary $^{39}$Ar beam was also present during our measurements with $^{40}$Ar beam. We estimate over a flight path of 14.5 mm, the two Ar species to have a separation in time of only 14 ps, which is much lower than the resolution achieved in the current setup. Therefore, we do not expect to identify these two components using the ToF spectra. Such a contribution could cause a broadening of the timing resolution peak represented
in Fig. 6 (inset). Therefore, in reality the diamond strips may have marginally better resolution than that obtained from the histogram.

5. Conclusions

In this paper, we presented preliminary results on time-of-flight measurements using large area polycrystalline CVD diamond detectors, manufactured with different types of metal contacts and capacitances. Diamond detectors were studied in relation to their timing resolution $\sigma_t$ as a function of applied bias, capacitance and the energy deposited in the detectors.

Results, in agreement with those reported in literature for small area scCVD and pcCVD [13,21], showed that low noise, low capacitances (i.e. smaller area of the electrodes) and high charge collection results in better timing performance.

Experiments performed with 16.3 MeV/u $^3$He beam showed that the timing resolution, $\sigma_{TD}$, improves when the capacitance is reduced i.e. for diamond detectors having smaller size of electrodes. Moreover, the best timing performance was obtained with the devices provided by DDL with Type 2 contacts.

For energy losses of ~600 MeV, from the 35 MeV/u $^{40}$Ar beam, diamond detectors fabricated with Au contacts gave better timing performance in comparison to those with Al contacts, achieving a timing resolution $\sigma_t$ of 44.0 ps. Consequently, $^{20}$Ne and $^{16}$O beam components could easily be distinguished over a flight path of only ~14.5 mm, and are well resolved for a path of 29.5 mm. The study of timing performance of diamond detectors with different contact metallisation still requires further confirmation, and tests need to be repeated to optimize the devices.

Our data compare well with that presented in figure 22 of reference [21], which shows a strong dependence of the timing resolution with the $Z$ of the ion – and hence in general with the energy deposited in the sensor. Whilst our numerical values compare well, it is important to note some key differences with our data. Firstly, our data were obtained at significantly lower energies, hence with higher energy deposition in the detector. This would be expected to yield a better timing resolution because walk effects are reduced. Countering that are the effects of our large detector capacitance (larger than that for the data presented in [21]) and the large cable-lengths to the processing electronics, both of which might be expected to worsen the resolution, the latter of which will cause noise and degradation of the high-frequency signals. These conditions (energy, detector size and electronics) are much more representative of the typical nuclear physics applications likely to be encountered using devices like LYCCA at the SuperFRS at FAIR. The net result is that under these different conditions, our numerical values ($\sigma_t$ of about 45 ps for $Z=20$, about 60 ps for $Z=8$ and 90 ps for $Z=2$) compare well with the established data on in-beam diamond monitors.
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Fig. 1. (Left) On the top, schematic of the metal contacts Type 1 and Type 2 fabricated at University of Surrey and at Diamond Detector Limited respectively. Type 2 includes a Diamond Like Carbon [DLC] layer between the diamond wafer and the Au contact. At the bottom, Pattern 1 and Pattern 2 are shown together with the Ground Pad. See the text for more details. (Right) Diamond devices with Al and Au contacts mounted on two way printed circuit boards with adapted impedance of 50  Ω. The two PCBs separated by ~14.5 mm in typical transmission geometry is shown. Signals are read out from the boards using high-frequency rated SMA connectors.
Fig. 2. (Top) The experimental setup used at Birmingham laboratory. (Bottom) The experimental setup used at TAMU facility. The target chambers are under vacuum. The detector signals are taken out of the vacuum via SMA feed-through to DBA IV preamplifiers. See the text for more details.

Fig. 3. Schematic of the electronic setup used for the post-processing of the DBA IV outputs. See the text for details.
Fig. 4. Time resolution of a gold strip pair as a function of the applied bias at various signal/noise (S/N) ratio values. The $^3$He data was taken with PCBs using signal lines that were not impedance controlled, and the bias was changed on the back detector strip between +600 V and +1000 V whilst keeping the front detector bias constant at +600 V. It should be noted that higher values of S/N correspond to the selection of signals with higher amplitude. As can be seen, for 50 and 20 of S/N values, $\sigma_{TD} \sim 128$ ps can be achieved. The two data points shown at +390 and +410 V for clarity were actually taken at +400 V. The better resolution achieved for the data point shown at +410 V is due to improved noise conditions, which emphasizes the importance of achieving low noise levels in the setup. For $^{40}$Ar data, impedance controlled PCBs were used and the timing resolution corresponds to a front/back strip pair with Au contacts, obtained using an electronics setup that used a TDC. Consequently, off-line analysis of the pulse shapes was not possible.
Fig. 5 (Left) Pulse shapes for the pads A, B and C. As can be observed, the rise time is faster for the pad with smaller area. (Right) Timing resolutions of diamond strips with different capacitances. As can be seen, lower capacitance gives better timing characteristics. It can also be noted that the Type 2 contact with a diamond-like carbon layer gives far better resolution.

Fig. 6. $^{20}$Ne and $^{16}$O beam components revealed as two separate ToF peaks with $\sigma_{TD}$ values of 81.0 and 96.0 ps ($\sigma_t = 57.3$ and 67.9 ps) respectively when the diamond detector strip pair was separated by 29.5 mm. A histogram for the case of 14.5 mm separation, where the two peaks could also be distinguished, is not shown here. Histogram in the inset shows the time difference between a gold front/back strip pair signals with a bias of +470 V and LED threshold at 40 mV. It results in $\sigma_{TD} = 62$ ps per pair, implying $\sigma_t = 43.9$ ps per detector when the two strips are assumed to have identical properties. It should be noted that this is the best resolution obtained using the data from TAMU experiment.