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The next generationinternetis expectedto focus more on largescale media/content
distribution rather than the communicationinfrastructure.In this article, we present
CURLING, a ContentUbiquitous Resolution and Delivery Infrastructure for Next
GenerationServices.The proposedarchitecturewill supportthe realizationof a future
contentcentricInternetthatwill overcomethe currentintrinsic constraintsy efficiently
diffusing mediacontentof massivescale.We proposea holistic approachthat natively
supportscontentmanipulationcapabilites which encompasshe entire contentlifecycle,
from contentpublicationto contentresolutionandfinally, to contentdelivery at Internet
wide scale.The CURLING infrastructureoffersto both contentprovidersand customers
high flexibility in expressig their location preferencesvhen publishingand requesting
contentrespectively,thanksto the proposedscoping and filtering functions. Content
manipulation operationscan be driven by a variety of factors, including business
relationshipsbetweeninterret ServiceProviders(ISPs),local ISP policies, and specific
contentprovider and customerpreferencesContentresolutionis also natively coupled
with optimized contentrouting techniquesthat enableefficient unicastand multicast
based content deliveiacross the global Internet.
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The original Internetmodelfocusedmainly on connecting machines wherebyaddresses
point to physicalendhostsand routing protocolscomputeroutesto specific destination
endponts. Nowadays the Internet is primarily used for transporting content/media, where
a high volume of both usergeneratedand professionaldigital content,e.g., webpages,
movies/songslive video streams etc., is delivered to userswho are usually only
interestedin the contentitself rather than the location of the contentsources.Human
needsalongwith the natureof communicatiortechnologiehavetransformedhe Internet
into a new contentmarketplacegeneratingevenuefor variousstakeholdersln fact, the
Internet is rapidly becomg a supehighway for massive digital content dissemination.

In this context manyresearcherbaveadvocated transitionof the Internetmodelfrom
host-centric t0 content-centric, With various different architecturaldesignsproposed
[1][2][3][4][5][6][7]. Many of these proposalssupport the key featue of location
independence, where content consumersdo not need to obtain explicit location
information (e.g.,the IP address)f the targetedcontentsourcea priori, beforeissuing
the consumptionrequest[1][2][3][5][7]. Neverthelesslocation requirementsare still
demandedy both contentconsumersnd providers.On the one hand,contentproviders
may want their contentaccessednly by contentconsumersfrom a specific region
(whichis knownasgeo-blocking), for exampleBBC iPlayer,AmazonVideo-on-Demand,
Apple iTunesStoreand Sinavideo services On the otherhand,contentconsumersnay
prefer contentoriginatedfrom specificregionsin the Internet for instance a US-based
shoppemight only like to checkthe price of anitem sold in Amazononline storesin
North Americaratherthananywhereelsein the world. Today,this is typically achieved
throughthe userOsgxplicit input in the URL (e.g., Amazon.comand Amazon.ca) and
supportedby nameresolutionthroughthe standardDomain Name System(DNS) [8],
with the relevantrequess directedtowards the specific regional web sener. Similar
practicecan be observedn multimediabasedcontentaccesge.g.,in video on demand
services),where consumershave specific requirementsegardingthe location/areaof
content sources.

In this article, we introducea new Internetbasedcontent manipulationinfrastructureb
CURLING: ContentUbiquitous Resolution and Delivery Infrastructure for Next
GeneratiorServices The objectiveis to bothaccuratelyandefficiently Ohit@or OnohitO)
content objects in specific regions/areas of the Internet, based on specific user
requirementsand preferencesSuch a paradigm deployedby ISPs, will allow both
content providers and consumersto express their location requirements when
publishing/requestingontent thanksto the embeddedontentscopinglfiltering functions.
In particular,insteadof following the conventionaDNS-like approachwherea content
URL is translatednto an explicit IP addresgointing to the targetedcontentserver,our
proposedontentresolutionschemds basedn hop-by-hop OgossiPlike communication
betweendedicatedContentResolutionServer(CRS) entitiesresidingin individual ISP
networks.Contentresolutionoperationscan be driven by a variety of factors,including
the businessrelationships among ISPs (providertusomevpeer) content consumer
preferencesand local ISP policies This resolutionapproachis natively coupledwith
content delivery processege.g., path setup), supporting both unicast and multicast



functions. Specifically, a contentconsumersimply isstes a single content consumption

request messagécapableof carrying his/herlocation preference®n the contentsource
candidate(s)),and then individual CRS entities collaboratively resolve the content
identifier in the request,in a hop-by-hop manner, towardsthe desiredsource.Upon

receivingthe contentconsumptiorrequestthe selecteccontentsourcestartstransmitting
the requestedcontent to the consumer.During this content resolution operation,
OmulticastikeOcontentstatesare installedalong the resolutionpath so that the content
flows backimmediatelyuponthe completionof theresolutionprocessThis s in contrast
to the current IP-basedcontentdelivery serviceswhere name resolutionand content
delivery are separatg@rocessesBy exploiting multicastdelivery techniqueswe increase
the sustainabilityof the systemin view of the expectedexplosionof contentin the

Internet.
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We envision an open businessenvironmentthat involves stakeholdersn the Internet
marketplacerangingfrom singleindividuals or small communitiesto large commercial
service/infrastructurgroviders. We presenthere a basic businessmodel that can be
expandedo multiple more sophisticatecbnesthat promoteincreasedparticipationand
competition.We give a brief overview on the involved stakeholdersand their business
interactions. The following tefevel roles can be envisaged:

* Content providers (CPS): the entities that offer contentto be accessedand
consumedacrossthe Internet. Theseinclude both commercialcontentproviders
and end users who want to publish their content in the Internet;

* Content consumers (CCS): the entities that consume content as receivers;

* [nternet service providers (ISPS): equippedwith the CURLING contentaware
infrastrwcture, ISPs are responsible(1) for dealingwith the contentpublication
requests from content providers, and content consumption requests from
consumersand(2) for the actualdelivery of the content,possiblywith quality of
service (QoS) awareness.

'SR
Content Content
Consumer "l Provider
J _ J
CC-ISP SLA CP-ISP SLA

AV 4 AV 4

CC-CP SLA
N

~

[ Internet Service Provider

U ISP-ISP SLA

Figure 1: Business M odel

J

Figure 1 illustrates the businessmodel indicating the businessinteractionsbetween
individual roles. Since content providers rely on the underlying contentaware
infrastructureownedby ISPsfor havingtheir contentpublishedacrossthe Internet,they
areexpectedo establisha servicelevel agreemen{SLA) involving relevantpaymentto



the ISP for contentpublication services(CP-ISP SLA). In addition, since ISPs offer
contentsearching/locatiorand delivery servicesto contentconsumersa CC-ISP SLA
canbe establishedSometimesgontentconsumersnay needto pay contentprovidersfor
consumingchargedcontent(e.g.,pay-perview). This canbe coveredoy the CC-CP SLA
betweenthe two. Finally, businessontractsare also establishedetween SPs(ISP-ISP
SLA), given a providercustomeror a peeringrelationshipbetweenthem. As will be
describedater, a low-tier ISP needsto pay its provider ISP not only for contenttraffic
ddivery but alsofor Odelegatedédntentpublication/resolutiorserviceson behalf of its
own customers, including directly attached content providers and consumers.
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Our solutionrequiresa form of aggregatabléabelscapableof being sequentiallyordered
to which we refer to as content identifiers (IDS). A contentitem to be publishedand
accesseds allocateda globally uniquecontentID. Multiple copiesof the samecontent
which are physically stored at different sites in thermét share one exclusive ID.

Content manipulation operationsrely on two distinct entities in the CURLING
architecture:(1) the ContentResolutionServer (CRS) that primarily handlescontent
publicationrequestsdiscoversthe requestecdtontentand suppats contentdelivery, and
(2) the ContentawareRouter (CaR) that collaborateswith its local CRS(es)to enforce
receiverdriven content delivery paths.

A CRSentity is presentin everydomain(1) for handling/ocal publicationrequestsand
contentconsunption requestsand(2) for interactingwith otherneighboringCRSentities
for contentpublication/resolutioracrossdomains Both contentprovidersandconsumers
are configuredto know their local CRS. The numberof CRSes within eachdomain
depend on pefformanceand resilienceconsiderationsFigure 2 depictsthe functional
view of the overall CURLING architectureye explainthe operationapropertiesof each
functionalblock below. Theinternalstructureof the CRSentity conssts of threelogical
components. The content management block is responsible for dealing with requests from
both contentprovidersandconsumergvia CRSCP andCRSCC interfacesespectively),
including contentID allocationand entry creationupon new contentregistrationsand
alsocontentlD lookup uponeachcontentconsumptiorrequestrom a contentconsumer.
A dedicatedcontentrecordrepositoryis also maintained,ncluding not only contentID
lookup information, but also ingressand egress(esCaRE) within the local domainfor
each active content sessionbeing deliveredin the network. The inter-CRS protocol
component enablesthe communicationbetweenneighboringCRS entitiesfor handling
inter-domain contentpublication/consumptiomequestsFinaly, the monitoring module
gathersnecessarpneareattimeQinformationon contentserverandunderlyingnetwork
conditions for supporting optimized content resolution and delivery configuration
operations.

CRSes communicate with other entities via speed interfaces as described below:
* InterrCRS interface b it enablesinteraction amongst CRSesin neighboring

domainsespeciallywhentheycooperaten contentpublicationandsearchingor a
requested content across domains.



* CRSCPinterfacebit connets contentserversownedby contentproviderswith
CRSesandallows contentprovidersto publish content,optionally with scoping
(seenext section)requirementon potentialcontentconsumersThis interfaceis
alsoresponsiblgor passinginformationon serverload conditionsto a CRS for
enabling optimized content resolution operations.

* CRSCC interfaceb it connectscontentconsumerdeviceswith the CRSesand
allows consumersrequesting and receiving content with scoping/filtering
preferences on cardite content sources.

* CRSCaR interface B This bi-directional interface allows a CRS to actively
configurerelevantCaRsfor eachcontentsessior(e.g.,contentstatemaintenance).
It also gathersnecessarynformation from the underlying network that will be
used for optimized content resolution processes.

A CaRis the networkelementthatis ableto natively processcontentpacketsaccording
to their IDs. In general,it is not necessaryor everyrouterin the networkto be a CaR

andtypically CaRs are plantedat the networkboundaryasingressand egresspoints for

contentdelivery acrossISP networks.The function of CaRswill be specifiedlater with

the description of content delivery process.
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Figure 2: High-level architecture of the hop-by-hop hierarchical content resolution approach
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Fundamentally,we envision the following threestage content operation lifecycle:
publication, resolution anddelivery. The taskof contentresdution is to (1) identify the
desired content source in the Internet according to the requestedcontent ID and
optionally contentconsumepreferencesand(2) actuallytriggerthe contenttransmission
by the selectedcontentserver.Once the contentserve startsthe transmissionof the
contentuponreceivingthe contentconsumptiorrequestthe contentdelivery functionis
responsiblefor enforcing the actual delivery path back to the consumer.Content
publicationand resolutioncan be operatedbasedon variousfactors,including business



relationshipetweerdomains(ISP-ISP SLA), inter-domainBGP routing configurations,
local ISP policies and content provider/consumer preferences.
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Content publication is the processof making conent available acrossthe Internet. It
consists of two stages.

Stage 1: Content Registration D It beginswith the contentprovider notifying the local

CRSthat a new contentis now availablevia a Register messageln the casewhere
multiple copiesof the same contentare available at different locations, the content
provideris responsiblefor informing the local CRS(es)of eachcontentserverhosting
thatspecificcontentcopy. Uponreceptionof theRegister messagethe CRSregisters
this contentby creaing a new recordentry in its local contentmanagementepository
containing(1) a globally uniquecontentID assignedo that content,and (2) the explicit

location of the content (i.e. IP address of the content server).

Stage 2: Content Publication Dissemination B Oncethe contentis registeredto a CRS,
this CRSis responsibldor publishingit acrossthe global Internetto ensuresuccessful
discovery of the content by potential consumers.This is achieved through the
disseminatiorof the Pub1ish messag acrossCRSesin individual domainsaccording
to their businesgelationshipsA Publish messagas createdby the CRS wherethe
contentis actuallyregisteredoy the contentprovider.By default,eachCRSdisseminates
a new Publish messageowardsits counterpartin the provider domain(s) until it
reachestier-1 ISP network.EachCRSreceivinga new Pub1ish messageipdatesdts
contentmanagementepositorywith anewrecordentry containingthe contentiD andthe
implicit location of the content(i.e. the IP prefix associatedvith the neighboringdomain
from wherethe Pub11ish messagédasbeenforwarded).Following this rule, eachCRS
effectively knowsthe locationsof all the contentwithin its own domain(explicitly) and
thoseunderit (its customerdomains,implicitly). Peerdomainshowever,will not know
the content records of each other.

We introducethe conceptof scoped publication to allow publicationof contentonly to
specificareasn the Internetasdesignatedy the contentprovider.This featureis ableto
natively supportregionallyrestrictedcontentbroadcastingervicessuchasBBC iPlayer
and AmazonVoD that are only availablewithin the UK and the US respectively.We
achievethis through the INCLUDE option embeddedin the Register/Publish
messagewherethe contentproviderspecifiesa scopel areain the Internet,e.g.,only the
IP prefix associatedvith the local ISP networkwherethe contentis registeredA special
caseof scoped publication is the wildcard mode (denoted by asterisk O*Osymbolizing all
domains)for which the contentproviderhasno restrictionson the geographicalocation
of potential consumers in the Internet.

Figure 3 illustratesdifferent scenariosn the publicationprocesslt depictsthe domain-
level networktopologywith eachcircle logically representingadomaincontaininga CRS
entity. We first assumethat contentprovider S1 registersa contentitem (assignedwith
ID X1 by the local CRS in the stubdomainA.A.A) to the entire Internetby issuinga
Register messagavith awildcard. EachintermediateCRSalongthe publicationpath
createsa contententry for X1 associatedvith the IP prefix of its customerdomainfrom



wherethe Pub1ish messagdasbeenforwarded.For clarity, the Publish messages
are omitted in the figure for other scenarios.Our approachalso allows local domain
policies to influencethe publication process(e.g.,domainB.A hasthe policy of NOT
propagatingcontent X2 originated from the multi-homed domain A.B.B to its own
provider). S3illustratesthe scoped registrationby only registeringcontentX3 to tier-2
domainA.A from this contentprovider. This effectively limits the accesf contentX3
to domainA.A andits customerdomainA.A.A. Finally, recordsfor different copiesof
the samecontentcanalsobe aggregatedror instance both S4 and S5 hostone copy of
contentX4 respectively,but the two Publish messagesrom B.B.A and B.B.B are
mergedat B.B, in which casedomainB only recordsaggregatedocation information
(X4! B.B). A contentconsumptiorrequestfor X4 receivedat B.B canbe forwardedto
either B.B.A or B.B.B basedon performanceconditionssuchas contentdelivery path
quality or server load, as will be discussed later.

The processof deregistemg a content(e.g., triggered by the deletion of a content)
follows the sameprocedureasthe publicationprocesswherebyan Update messages
forwarded according to the same rules detailed above.
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Figure 3: Content publication process.
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In the content resolution process,a contentconsumptionrequestissuedby a content
consumeilis resolvedby discoveringthe location of the requestedcontentandis finally
deliveredto the actual contentsourceto trigger the contenttransmission.A content
consumeinitiatesthe resolutionprocessvia a Consume messageontainingthe ID of



the desiredcontent.The primary resolutionprocedurefollows the sameQyrovider route

forwardingOrule in the publicationprocess(i.e. the Consume messagevill be further

forwarded to its provider(s) if the CRS cannot find the content entry in its local

repository).In casea tier-1 domainis not awareof the contentlocation,thenthe request
is forwardedto all its neighboringtier-1 domainsuntil the contentconsumptiorrequesis

deliveredto the identified contentsource.If the contentis not found after the entire
resolutionprocess,an Error messages returnedto the requestingcontentconsumer
indicating a resolution failure.

We cefine two distinct content resolution stages:

* Uphill Bthe forwarding of a contentconsumptionrequestfrom the local CRS
QupOalongthe providerrouteuntil it reachesa domainwhoseCRShas therecord
entryfor the requested contelfd.

* Downhill Bthe forwarding of the contentconsumptiorrequestfrom the domain
whose CRS has the record entry of the requestedcontent|D QlownOto the
explicit content server th&bss the content.

Similar to the publicationprocessscoping functions canalsobe appliedin the resolution
processegitherembeddedn the requestfrom a contentconsumeiror actively issuedby a

CRSfor routeoptimizationpurposesluringthe contentdelivery phase(seenextsection).
Sucha function allows a contentconsumerto indicate prefered ISP network(s)as the

sourcedomainof the requesteccontent.Specifically, a contentconsumermmay usethe

INCLUDE option in Consume messageswhich carry one or multiple IP prefixesto

indicatewherehe/shewould like to receivethe content from. Since a setof explicit IP

prefixes for candidate content source is carried in the Consume message,the

correspondingesolutionprocesshecomesstraightforward:eachintermediateCRS only

needsto forward the request(splitting requiredin the presencef multiple non-adjacent
IP prefixes)towardsthe targetedIP prefix(es)directly accordingto the underlyingBGP

routes In casemultiple inter-domainroutesare availabletowardsa specific prefix, the

most explicit one will be followed, asis consistentwith todayOsnter-domain routing

policy. In Figure 4, contentconsumerC1l issueda Consume messagdor contentX1

indicating its preferencefor contentsourcein domainA. This Consume messageis

thenexplicitly forwardedtowardsA from B following the underlyingBGP routing, but

without splitting it to C despitethat a copy of X1 is alsoaccessibldrom COscustomer
domainC.A. This scopingbasedcontentresolutionpathis illustratedwith the solid line

in the figure

Ytis not always required that content consumers know the actual IP prefix of the domains they prefer but their local
CRSes may be responsible for trandating the Gegion informationO(e.g. domain names) into IP prefixes through
standard DN'S services.
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Figure 4: Content resolution in scoping, filtering and wildcard modes

The filtering function in content resolution operationshas complementaryeffect to

scoping. Insteadof specifying the preferred networks, the contentconsimer has the

opportunityto indicateunwanteddomainsaspossiblesourcesf the desiredcontent.The

filtering function is enabledvia the EXCLUDE option in Consume message It is

importantto note the fundamentaldifferencein resolvingcontentconsumpbn requests
with scoping and filtering functions. In contrastto the scoping scenarioin which a

content consumptionrequestis explicitly routed towards the desired IP prefix(es)
accordingto the BGP route, in the filtering case,eachrequestis routed basedon the

businessrelationship between domains (similar to content publication operations).
ConsideragainFigure 4 with contentconsumeiC2 requestingX1 with the exclusionof

domainC. Sinceit is multi-homed ,the requests sentto bothits providersA.B andB.A

(seethe dashedine in the figure). However,at the tier-1 level, domainC is excluded
when resolving this requesteven though a copy of contentX1 can be found in the

customer domain .

A wildcardin a contentconsumptionrequestcan be regardedasa specialcasewhereby
the contentconsumerdoes not have preferenceson the geographicallocation of the
contentsource.The wildcard-basedresolutionis illustratedin Figure 4 via the request
from consumelC3 for contentX2 (dottedlines). We seethatB splitsthe requesto both
A and C at the tier-1 level. Sinceonly A hasthe recordentry for X2, the requestis
resolved downhill t&52



Through theseillustrations, we show that bi-directional location-independence can be
achievedn the sensdhatneithercontentconsumersor providersneedto know a priori
the explicit location of each other for content consuming.In particular, content
consumersnay include implicit contentscoping/filering information when requesting
content. The contentresolution systemthen automaticallyidentifies the serverin the
desiredOareathat hoststhe content.On the contentprovider side, when a contentis
published, scoping can be applied such that the content can only be accessedoy
consumersn thedesignatedreain thelnternet.As we will showin thefollowing section,
thanksto the multicastorientedcontentdelivery mechanismthe contentserveris not
aware of the explicit location of the actiwensumers of that content.

We conductedsimulationexperimentdasedon arealdomainlevel Internetsubtopology
rootedat a Tier-1 ISP network (AS7018).This 4-tier networktopology, extracted(with

aggregation)from the CAIDA dataset[9], contains5500 domainsand 14714 inter-

domainlinks, with explicit businessrelationshipbetweenneighboringnodes.Content
sourcesand consumerswere randomly distributed in the domainsof this topology.
Accordingto our results the averagdengthof the combineduphill anddownhill content
resolutionpathsbetweenindividual contentconsumersand resolvedcontentsourcess

4.4 domainlevel hops,i.e. the contentis on average4.4 ASesaway accordingto the
resolution patrs. This is a very good result and also consistentwith the general
observationthat Internetinterr-domainsessionsare of similar length basedon the inter-

domainBGP routing that is driven by the businesgelationshipsbetweenlSP networks
that follow the powetaw Interne topology. !
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According to our design, content delivery paths are enforcedin a receiverdriven

multicast mannerthat needsstate maintenancebasedon contentIDs. As previously
described, content consumption requestsfrom consumersare resolved through a

sequenceof CRSesresiding in individual domainsaccordingto either the business
relationshipsbetweenlISPs (in wildcard and filtering modes) or the BGP reachability
information on the scopedsourceprefix (in scoping mode).In both cases,oncea CRS
haspassedhe contentconsumptiorrequesto its nexthop counterparin the neighboring
domain, it needsto configure the local CaRs that will be involved in the delivery of

contentflows backfrom the potentialserver.Specifically, oncea CRSreceivesa content
consumptionrequestfrom its counterpartin the previoushop domain and forwardsit

towardsthe nexthop CRS, it needsto correspondinglynstall the contentlD stateat the

local egressand ingressborder CaRs connectingto the two neighboringdomain$. The

determinationof ingress/egres€aRs for each contentconsumptionrequestis purely
basedon the BGP reachabilityinformation acrossnetworks. Within eachdomain, the

communicationbetweenthe non-physically connectedngressand egressCaRs can be
achieveceitherby establishingntra-domaintunnelsthattraversenoncontentawarecore
IP routers,or natively throughthe contentcentric network routing protocols[1]. As a
result, the actual domainlevel content delivery path is effectively the reversepath
followed by the delivery of the original content consumptionrequest.It is worth

2 |n case of a failed content resolution, content states temporally maintained at CaRs can be either timed-out or
explicitly torn down by the local CRS.



mentioningthat CRSesdo not directly constitutethe contentdelivery paths,in which case
the configurationinterection betweerthe CRSandlocal ingress/egres€aRs is necessary.

LetOgake Figure 5 as an examplefor illustration. We assumethat currently content
consumerC1l (attachedio domain2.1/16)is consuminglive streamingcontentX from
serverS (attachedo domainl.2.1/24).The contentdelivery pathtraverses sequencef
intermediatedomains,and eachof the correspondingngress/egres€aRsis associated
with a starthatindicatesthe contentstatemaintainedor contentdelivery. As mentioned
previously, such contentstatesare configuredby the local CRSesduring the content
resolution phase. Now content consumer C2 (attached domain 1.1/16) issues a
consumptionrequestfor the same content. Upon receiving the content consumption
requestthe local CRSforwardsit to its providercounterparin domain1/8 (uphill), asit
is not awareof the contentsourcelocation.Sincethe CRSin 1/8 knowsthatcontentflow
for X is beinginjectedinto the local networkvia the originally configuredingressCaR
1.0.0.2,it then updatesits outgoing nexthop CaR list by addinga new egress1.0.0.3
leadingtowardscontentconsumeltC2. As a resulta new branchis establishedrom CaR
1.0.0.2which s responsibldor deliveringthe contentbackto the newconsumerC2 (the
dash line), but without any further content resolution process.

The proposedcontentdelivery operationis also supportedby a routing optimization
techniquefor path switchingfrom provider routesto peering routesif identified. In the
figure, oncethe CRS in domain 1.1/16 has noticed that the contentflow with source
addresdelongingto prefix 1.2.1/24hasbeeninjectedinto the local domainvia ingress
CaR 1.1.0.1via the provider route, and it also knows from the local BGP routing

informationthat thereexistsa peeringroute towardsthe contentsource,it thenissuesa
new scoping-based content consumption request:
Consume (INCLUDE{1.2.1/24},X) andsendst to the CRSin domainl.2/16in the
peeringroute towardsthe source.Upon receivingthe request,the CRSin 1.2/16 will

updatethelocal CaR1.2.0.1by addinga newoutgoingnexthopCaR1.1.0.1.As aresult,
anew branchvia the peeringrouteis establishedowardscontentconsumerC2. Oncethe
ingressCaR1.1.0.1hasreceivel the contentvia theinterfaceconnectingo 1.2.0.1,it will

prunethe old branchvia the providerroute (the dashline). The purposeof suchcontent
delivery pathoptimizationacrossdomainsis to effectively reducecontenttraffic within

top-tier ISP networks and also possibly reducethe contentdelivery cost for customer
domains.Of course this operationis not necessaryf a CRSis allowedto sendcontent
consumptionrequestdo its peeringcounterpartgin additionto the provider direction)
during the resolutionphase.However, such an option will incur unnecessarilyhigher
communicationoverheadin disseminatingcontent consumptionrequests,especially
when the peering route does not lead to any source that holds the requested content.

We arealsointerestedn the actualbenefitfrom suchinter-domainrouting optimization
techniquedor costefficient contentdelivery acrosghe Internet,especiallyfrom theview
point of tier-1 ISPsthat constitutethe Internetcore. We usedthe samedomainlevel
topology as previously described for evaluating the corresponding performance.
Accordingto our results,the contenttraffic (in termsof the numberof mediasessions)
traversingtheroottier-1 ISP canbereducedoy a substantiaR9.1%throughpeeringroute
switching. This is beneficial given that less traffic traversestier-1 domainsthrough
relativelylong paths.Correspondinglythe contenttraffic in tier-2 ISP networksincreases



by 5.3%,andthe overallincreaseof contenttraffic carriedby lower tiers(Tier-3 andTier
4) is 25.8%.
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Figure5: Multicast-based content delivery process
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The domainlevel hop-by-hop contentresolution strategy presentedfollows a similar
style to that proposedn [3]. However,throughthe new scoping and filtering functions,
our architecture provides the necessaryflexibility for both content providers and
consumergo publish/requestontentat/from their desiredarea(s).The scalability of the
system,thus, is dependenbn the amountof contentand the popularity of the content
recordedwithin eachCRS, with the mostOvulnerableORSesbeingthosethat maintain
the highestnumberof popularcontententries.This is in contrastwith intuition that the
moststrainedCRSeswill bethetier-1 ones,sincecontentpublicationsandrequestsnay
oftennotreachthetier-1 level basedon our approachAgain, we take BBC iPlayerasan
examplewhereboth the contentpublicationandconsumptiorrequestsarerestrictedonly
to IP prefixesfrom within the UK. In additionto that, local domainpolicies may also
override the default publication route ($&2in Figure3).

Businessincentivesalso presenta naturalload distribution mechanisnfor our system.
We foreseelSPs charging higher publication tariffs for popular contentpublishedat

highertier domains(with tier-1 domainsbeingthe mostexpensive)which areableto be

potentially accessedby a higher numberof consumersn the Internet This mechanism
forms a businesstusslefrom the contentproviders(point of view when provision of

wider accessis coupledwith higher monetarycost. Instead,a content provider may

strategicallyreplicatecontentto multiple lower-tier regianal ISPs (by applying scoping
functions there) in whickhey believe their content will be locally popular.

Finally, our systemalso allows aggregationin two distinct ways. First, asillustratedin
Figure 3 for S4 and S5 the record for copiesof the samecontentcanbe mergedduring



the publicationprocessamongCRSes Seconda block of sequentiatontentIDs should
be allocatedto inter-related contentso that they canbe publishedin onesingle process.
This rule exploits the fact that a specific contentprovider usually offers contentwith
somerelationshipwith eachother(e.g.,all episodef a televisionseries,or all football
matchesin a World Cup event). This allows for coarsergranularityin the publication
process wareby the content provider can send only Bap1ish message to publish all
therelatedcontent.The local CRSstill assignsa uniquecontentlD for eachcontent but
the IDs are sequentiallyconnectedThe onwardspublicationprocesswill only involve
the entire block of the IDs rather than the individual contentrecords. This alleviates
higher tier ISPs from the needto know each content hostedwithin and under their
domain.Now, insteadof matchingexplicitly the contentID in the Consume message,
the CRS simply checls if the contentID is within a specificrangeof publishedcontent.
Thefinal locationof the specificallyrequesteadontentis actuallyhandledat the last-hop
domain where interelated content entries are locally-aggregated.
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The hostorientedcommunicatiorparadigmof the currentinternethashighlightedmany
architecturadrawbackdor the realizationof the future contentcentricinternetandthus,
severely hampersthe developmentof new innovative media manipulation methods,
including publication, resolution/searchand delivery processes.n this article, we
describeCURLING, a new contentbasedInternet architecturethat supportsinherent
content operationsfor handling content publication, resolution and delivery. Conent
providerscancostefficiently publishcontentbasedon its expectegopularityin different
regionsby scoping its publication while contentconsumerscan expresstheir location
preferencesy scoping/filtering their contentconsumptionrequests.The processesre
devisedso that both sidesare oblivious of their counterpartQscation, resultingin a bi-
directional location independencegparadigm,but without sacrificing contentprovidersO
and consumers(dcation preferencesAs far as the contentdelivery is concernedhe
newly proposedroute optimizationmechanisnmenhanceshe efficiency, wherepossible,
by using contentstatesestablishedduring the resolutionprocessand initiating content
delivery pathswitching,mimicking the inter-domainmulticast contentdelivery paradigm
that has seen very slow deployment until now.
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