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Abstract. A challenging problem in music sound separation is to sep-
arate multiple sources from a single channel mixture. In this paper, we
propose a new approach for this problem based on non-negative matrix
factorization (NMF) and note classification, assuming that the instru-
ments used to play the sound signals are known a priori. The spectro-
gram of the mixture signal is first decomposed into building components
(musical notes) using an NMF algorithm. The Mel frequency cepstrum
coefficients (MFCCs) of both the decomposed components and the signals
in the training dataset are extracted. The notes are then labelled to the
corresponding type of instruments by the K nearest neighbors (K-NN)
classfication algorithm based on the MFCCs feature vector. Finally, the
source signals are reconstructed from the classified notes and the weight-
ing matrices obtained from the NMF algorithm. Simulations are provided
to show the performance of the proposed system.
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1 Introduction

Single-channel sound source separation addresses the issue of recovering mul-
tiple unknown sources from a one-microphone signal that is an observed mix-
ture of these sources. The single-channel problem is an extreme case of under-
determined separation problems, which are inherently ill-posed, i.e., more un-
known variables than the number of equations. To solve the problem, additional
assumptions (or constraints) about the sources or the propagating channels are
necessary. For an underdetermined system with two microphone recordings, it
is possible to separate the sources based on spatial diversity using determined
independent component analysis (ICA) algorithms and an iterative procedure
[11]. However, unlike the techniques in e.g. ADRess [2] and DUET [12] that re-
quire at least two mixtures, the cues resulting from the sensor diversity are not
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available in the single channel case, and thus separation is difficult to achieve
based on ICA algorithms.

In this paper, a new algorithm is proposed for the problem of single-channel
music source separation. The algorithm is based mainly on the combination of
note decomposition with note classification. The note decomposition is achieved
by a non-negative matrix factorization (NMF) algorithm. NMF has been pre-
viously used for music sound separation and transcription, see e.g. [7], [1], [4],
[13], [18], [19]. In this work, we first use the NMF algorithm in [17] to decompose
the spectrogram of the music mixture into building components (musical notes).
Then, 13-dimensional Mel Frequency Cepstrum Coefficients (MFCCs) feature
vectors are extracted from the segmented frames of each decomposed note. To
divide the separated notes into their corresponding instrument categories, the K
nearest neighbor (NN) classifier [6] is used. The K-NN classifier is an algorithm
that is simple to implement and also provides good classification performance.
The source signals are reconstructed by combining the notes having same class
labels. The remainder of the paper is organized as follows. The proposed sepa-
ration system is described in Section 2 in detail. Some preliminary experimental
results are shown in Section 3. Finally, Section 4 summarises the paper.

2 The Proposed Separation System

This section describes the details of the processes in our proposed sound source
separation system. First, the single-channel mixture of music sources is decom-
posed into basic building blocks (musical notes) by applying the NMF algorithm.
The NMF algorithm describes the mixture in the form of basis functions and
their corresponding weights (coefficients) which represent the strength of each
basis function in the mixture. The next step is to extract the feature vectors
of the musical notes and then classify the notes into different source streams.
Finally, the source signals are reconstructed by combining the notes with the
same class labels. In this work, we assume that the instruments used to generate
the music sources are known a priori. In particular, two kinds of instruments,
i.e. piano and violin, were used in our study. The block diagram of our proposed
system is depicted in Figure 1.

2.1 Music Decomposition by NMF

To find a suitable representation of the data is a fundamental problem in many
data analysis tasks. NMF is a data-adaptive linear representation technique for
2-D matrices. Given a non-negative data matrix X, the objective of NMF is
to find two non-negative matrices W and H, such that X ≈ WH [8]. In this
work, X is an S × T matrix representing the spectrogram of the mixture signal,
W is the basis matrix of dimension S × R, and H is the weighting coefficient
matrix of dimension R × T . The number of basis used to represent the original
matrix is described by R, i.e. the decomposition rank. Due to non-negativity
constraints, this representation is purely additive. Many algorithms can be used
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Fig. 1. Block diagram of the proposed system

to find the suitable pair of W and H such that the error of the approximation
can be minimised, see e.g. [8], [9], [4], [13] and [19]. In this work, we use the
algorithm proposed in [17] for the note decomposition. In comparison to the
classical algorithm in [8], this algorithm considers additional constraints from
the structure of the signal.

To apply the algorithm, the time-domain signal (with negative values) needs
to be transform into the frequency domain using, e.g. the short-time Fourier
transform (STFT). The matrix X is generated as the spectrogram of the signal,
and in our study, the frame size of each segment equals to 40 ms, and 50 percents
overlaps between the neighboring frames are used. The idea of decomposing the
mixture signal is based on the observation that a music signal may be represented
by a set of basic building blocks such as musical notes or other general harmonic
structures. The basic building blocks are also known as basis vectors and the
decomposition of the single-channel mixture into basis vectors is the first step
towards the separation of multiple source signals from the single-channel mix-
ture. If different sources in the mixture represent different basis vectors, then the
separation problem can be regarded as a problem of classification of basis vectors
into different categories. The source signals can be obtained by combining the
basis vectors in each category.

The above mixture (or NMF) model can be equally written as

X =
R∑

r=1

wrhr (1)

where wr is the rth column of W = [w1,w2, . . . ,wR] which contains the ba-
sis vectors, and hr is the rth row of H = [h1,h2, . . . ,hR]T which contains the
weights or coefficients of each basis function in matrix W. As a prior knowledge,
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given the mixture of musical sounds containing two sources (e.g. piano and vi-
olin), two different types of basis functions are learnt from the decomposition
by the NMF algorithm. The magnitude spectrograms of the basis components
(notes) of the two different sources in the mixture are obtained by multiplying
the columns of the basis matrix W to the corresponding rows of the weight ma-
trix H. The columns of matrix W contain the information of musical notes in
the mixture and corresponding rows of matrix H describe the strength of notes.
Some rows in H do not contain useful information and are therefore considered
as noise. The noise components are considered separately in the classification
process to improve the quality of the separated sources.

2.2 Feature Extraction

Feature extraction is a special form of dimensionality reduction by transforming
the high dimensional data into a lower dimensional feature space. It is used in
both the training and classification processes in our proposed system. The audio
features that we used in this work are the MFCCs. The MFCCs are extracted
on a frame-by-frame basis. In the training process, the MFCCs are extracted
from a training database, and the feature vectors are then formed from these
coefficients. In the classification stage, the MFCCs are extracted similarly from
the decomposed notes obtained by the NMF algorithm. In our experiments, the
frame size of 40 ms is used, which equals to 1764 samples when the sampling
frequency is 44100 Hz. In each frame, a 13 dimensional MFCCs vector is com-
puted.

2.3 Classification of Musical Notes

The main objective of classification is to maximally extract patterns on the basis
of some conditions and is to separate one class from another. The K-NN classifier,
which uses a classification rule without having the knowledge of the distribution
of measurements in different classes, is used in this paper for the separation
of piano and violin notes. The basic steps in music note classification include
preprocessing, feature extraction or selection, classifier design and optimization.
The main steps used in our system are detailed in Table 1.

The main disadvantage of the classification technique based on simple “ma-
jority voting” is that the classes with more frequent examples tend to come up in
the K-nearest neighbors when the neighbors are computed from a large number
of training examples [3]. Therefore, the class with more frequent training exam-
ples tends to dominate the prediction of the new vector. One possible technique
to solve this problem is to weight the classification based on the distance from
the test pattern to all of its K nearest neighbors.

2.4 K-NN Classifier

This section briefly describes the K-NN classifier used in our algorithm. K-NN
is a simple technique for pattern classification and is particularly important for
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Table 1. The musical note classification algorithm

1) Calculate the 13-D MFCCs feature vectors of all the musical examples
in the training database with class labels. This creates a feature space
for the training data.
2) Extract similarly the MFCCs feature vectors of all separated compo-
nents whose class labels need to be determined.
3) Assign the labels to all the feature vectors in the separated compo-
nents to the appropriate classes via the K-NN algorithm.
4) The majority vote of feature vectors determines the class label of the
separated components.
5) Optimize the classification results by different choices of K.

non-parametric distributions. The K-NN classifier labels an unknown pattern
x by the majority vote of its K-neatest neighbors [3], [5]. The K-NN classifier
belongs to a class of techniques based on non-parametric probability density
estimation. Suppose, there is a need to estimate the density function P (x) from a
given dataset. In our case, each signal in the dataset is segmented to 999 frames,
and a feature vector of 13 MFCC coefficients are computed for each frame.
Therefore, the total number of examples in training dataset is 52947. Similarly,
an unknown pattern x is also a 13 dimensional MFCCs feature vector whose
label needs to be determined based on the majority vote of the nearest neighbors.
The volume V around an unknown pattern x is selected such that the number of
nearest neighbors (training examples) within V are 30. We are dealing with the
two-class problem with prior probability P (ωi). The measurement distribution
of the patterns in class ωi is denoted by P (x | ωi). The measurement of posteriori
class probability P (ωi | x) decides the label of an unknown feature vector of the
separated note. The approximation of P (x) is given by the relation [3], [6]

P (x) ' K

NV
(2)

where N is the total number of examples in the dataset, V is the volume sur-
rounding unknown pattern x and K is the number of examples within V . The
class prior probability depends on the number of examples in the dataset

P (ωi) =
Ni

N
(3)

and the mesurement distribution of patterns in class ωi is defined as

P (x | ωi) =
Ki

NiV
(4)

According to the Bayes theorem, the posteriori probability becomes

P (ωi | x) =
P (x | ωi)P (ωi)

P (x)
(5)



6 Hafiz Mustafa and Wenwu Wang

Based on the above equations, we have [6]

P (ωi | x) =
Ki

K
(6)

The discriminant function gi(x) = Ki

K assigns the class label to an unknown
pattern x based on the majority of examples Ki of class ωi in volume V .

2.5 Parameter Selection

The most important parameter in the K-NN algorithm is user-defined constant
K. The best value of K depends upon the given data for classification [3]. In
general, the effect of noise on classification may be reduced by selecting a higher
value of K. The problem arises when a large value of K is used for less distinct
boundaries between classes [20]. To select good value of K, many heuristic tech-
niques such as cross-validation may be used. In the presence of noisy or irrelevant
features the performance of K-NN classifier may be degraded severely [3]. The
selection of feature scales according to their importance is another important is-
sue. For the improvement of classification results, a lot of effort has been devoted
to the selection or scaling of the features in a best possible way. The optimal
classification results are achieved for most datasets by selecting K = 10 or more.

2.6 Data Preparation

For the classification of separated components from mixture, the features i.e.
the MFCCs, are extracted from all the signals in the training dataset and put
the label on all feature vectors according to their classes (piano or violin). The
labels of the feature vectors of the separated components are not known which
need to be classified. Each feature vector consist of 13 MFCCs. When computing
the MFCCs, the training signals and the separated components are all divided
into frames with each having a length of 40 ms and 50 percents overlap between
the frames is used to avoid discontinuities between the neighboring frames. The
similarity measure of the feature vectors of the separated components to the
feature vectors obtained from the training process determines which class the
separated notes belong to. This is achieved by the K-NN classifier. If majority
vote goes to the piano, then a piano label is assigned to the separated component
and vice-versa.

2.7 Phase Generation and Source Reconstruction

The factorization of magnitude spectrogram by the NMF algorithm provides
frequency-domain basis functions. Therefore, the reconstruction of source sig-
nals from the frequency-domain bases is used in this paper, where the phase
information is required. Several phase generation methods have been suggested
in the literature. When the components do not overlap each other significantly
in time and frequency, the phases of the original mixture spectrogram produce
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good synthesis quality [16]. In the mixture of piano and violin signals, significant
overlapping occurs between musical notes in the time domain but the degree of
overlapping is relatively low in the frequency domain. Based on this observation,
the phases of the original mixture spectrogram are used to reconstruct the source
signals in this work. The reconstruction process can be summarised briefly as
follows. First, the phase information is added to each classified component to
obtain its complex spectrum. Then the classified components from the above
sections are combined to the individual source streams, and finally the inverse
discrete Fourier Transform (IDFT) and the overlap-and-add technique are ap-
plied to obtain the time-domain signal. When the magnitude spectra are used
as the basis functions, the frame-wise spectra are obtained as the product of the
basis function with its gain. If the power spectra are used, a square root needs
to be taken. If the frequency resolution is non-linear, additional processing is
required for the re-synthesis using the IDFT.

3 Evaluations

Two music sources (played by two different instruments, i.e. piano and violin)
with different number of notes overlapping each other in the time domain, were
used to generate artificially an instantaneous mixture signal. The lengths of
piano and violin source signals are both 20 seconds, containing 6 and 5 notes
respectively. The K-NN classifier constant K was selected as K = 30. The signal-
to-noise ratio (SNR), defined as follows, was used to measure the quality of both
the separated notes and the whole source signal.

SNR(m, j) =

∑
s,t[Xm]2s,t∑

s,t([Xm]s,t − [Xj ]s,t)2
(7)

where s and t are the row and column indices of the matrix respectively. The
SNR was computed based on the magnitude spectrograms Xm and Xj of the
mth reference and the jth separated component to prevent the reconstruction
process from affecting the quality [15]. For the same note, j = m. In general,
higher SNR values represent better separation quality of the separated notes
and source signals, vice-versa. The training database used in the classification
process was provided by the McGill University Master Samples Collection [10],
University of Iowa website [14]. It contains 53 music signals with 29 of which are
piano signals and the rest are violin signals. All the signals are sampled at 44100
Hz. The reference source signals were stored for the measurement of separation
quality.

Figure 2 shows a separation example of the proposed system, where (a) and
(b) are the piano and violin sources respectively, (c) is the single channel mix-
ture of these two sources, and (d) and (e) are the separated sources respectively.
From this figure, we can observe that, although most notes are correctly sepa-
rated and classified into the corresponding sources, there exist notes that were
wrongly classified. The separated notes with the highest SNR is the first note of
the violin signal, for which the SNR equals to 9.7dB, while the highest SNR of
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the note within the piano signal is 6.4dB. The average SNRs for piano and violin
are respectively 3.7 dB and 1.3 dB. According to our observation, the separation
quality of the notes varies from notes to notes. In average, the separation quality
of the piano signal is better than the violin signal. The system is still under devel-
opment and we expect to present more experimental results on this conference.
One of the issues that we are trying to address is to improve the classification
accuracy by incoporating additional information from the harmonic structure of
the music signals.
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Fig. 2. A separation example of the proposed system. (a) and (b) are the piano and
violin sources respectively, (c) is the single channel mixture of these two sources, and
(d) and (e) are the separated sources respectively. The vertical axes are the amplitude
of the signals.

4 Conclusions

We have presented a new system for the single channel music sound separation
problem. The system essentially integrates two techniques, automatic note de-
composition using NMF, and note classification based on the K-NN algorithm. A
main assumption with the proposed system is that we have the prior knowledge
about the type of instruments used for producing the music sounds. Preliminary
simulation results show that the system produces a reasonable performance for
this challenging source separation problem. We are currently investigating to
further improve the note classification accuracy and the overall performance of
the separation system.
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