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ABSTRACT
This paper presents user evaluation of the FreeEye tool for intuitive browsing and summarization of large-scale photo collections. The tool was tested in three different personal photo selection scenarios: a short-time event, a vacation and a yearbook. The experiments were conducted with five participants, evaluating their satisfaction with the summarization result and the overall process. The results demonstrate good usability of the FreeEye tool and improvement when compared to the standard methods of the participants for selection from large personal photo collections.

Categories and Subject Descriptors
H.3.7 [INFORMATION STORAGE AND RETRIEVAL]: Digital Libraries – User issues; H.5.2 [INFORMATION INTERFACES AND PRESENTATION]: User Interfaces – Graphical user interfaces, Screen design, User-centered design;

General Terms: Algorithms, Design, Experimentation, Human Factors, Performance

Keywords: Multimedia systems, image browsing, HCI, image clustering

1. INTRODUCTION
The work presented in this paper is a user-centric evaluation of the FreeEye photo-browsing interface presented in [1] for CeWe Challenge, and the demonstration can be found at [2]. The FreeEye tool makes a shift towards user-centered design of interactive photo browsing interfaces by augmenting user's interaction rather than extracting the related semantics. This shift enables efficient and intuitive navigation through large personal photo collections [3], thus facilitating familiarisation with the content and effortless selection of a thematic subset.

2. BROWSING INTERFACE
In order to interactively browse large photo collections, the browsing interface follows the idea of ranked image representation, where more relevant images should be more apparent and thus displayed bigger. User selects an image from the dataset, which is positioned centrally, and the remaining data is hierarchically represented on the screen. By doing this, the user practically moves the center of perspective from which the collection is explored.

The image browsing system comprises two main modules: image clustering engine and the interface generation, as depicted in Figure 1. The main driver for the image importance is defined by the level of similarity between the user-selected central image and other images from the database by using perceptual features. In this paper a three-dimensional HSV colour histogram has been chosen as the similarity metric, but the choice of the metric is completely independent of the presented interface. To achieve system scalability and algorithm complexity nearly linear to the number of photos, a specific graph based clustering algorithm is utilized [3]. The interactive interface is generated as follows. The centre image is displayed at 100% of its size. If the user clicks on an image, the image will move the centre of the next screen, and the display will adapt itself to represent perceptual neighborhood of the central image. The second level of image sizes contains 12 images from the same cluster that are most similar to the central image. These images are displayed at 50% of their original size. The third level contains 36 images displayed at 25% size, separated into two parts: four edges and four corners. The 32 images located at the four edges are the centers of clusters closest to the central image. To support knowledge discovery and help users locating other areas of interest, four random pictures are located at four corners of the screen. Every time the user clicks, the system re-arranges all images as described above.

3. USER EVALUATION
To evaluate the designed photo selection tool we conducted five user trials. The recruited participants were 3 women and 2 men aged 24-32, and all but one had a computer science background. For each trial the participant brought a set of their own digital photos. The number of photos brought by each participant ranged from 1385 to 1664. For each participant there were three separate tasks. The first task was to select photographs from a short-time event (1-2 days) to be sent by email to someone. The second task was to select photographs from a long time event (more than two days) to be sent by email to someone. The third task was to select photographs for a book representing events in the past 6-12 months. For each task the participants were asked to think about specific people they would show the photographs to. The selected photographs were not actually sent or shown to anyone outside the trials. After each task
the participants were asked a set of questions about the tool, the event, and photographs. The participants were also asked to give a score from 1-5 on how well the tools represented the events, how well the tool helped them to find photographs, and how the tool compared to their regular ways of selecting photographs. The answers to these questions are summarized in Table 2. For each task the number of clicks and the time spent was measured, as well as the number of photos selected (see Table 1).

<table>
<thead>
<tr>
<th>Table 1. Quantitative results of the user study</th>
</tr>
</thead>
<tbody>
<tr>
<td>selected photos</td>
</tr>
<tr>
<td>Task 1</td>
</tr>
<tr>
<td>Task 2</td>
</tr>
<tr>
<td>Task 3</td>
</tr>
</tbody>
</table>

### 3.1 Evaluation Results

The short events the participants searched for were a birthday party, roller skating, and holiday trips. For the long events the participants all had a trip: hiking, traveling, and a long roller skating trip. For the yearbook task whole set of images was used and no temporal or event restrictions were given. The participants selected about 10-20 in each task to be sent to friends, family, or people who were in the photographs. In the case of the yearbook, the participants made the book mainly for themselves and planned to show it to friends and family.

The participants were satisfied on how well the photos they selected represented the event. In the long event task (task 2) they reported that they felt that they missed some photographs they would have liked to have. In the short event they felt that no photographs were missing, and in the yearbook task one participant reported that he got “almost” all of them, and another participant felt that she missed 5-6 photographs. As seen in Table 2, the participants were very happy with the photographs they had selected in tasks 1 and 3. In task 2 they thought they had missed some, but felt content anyway.

Overall, the FreeEye tool was scored high in our trials. As shown in Table 2, the overall average score for how well the tool helped the user in selecting photographs was 3.7 on a scale from 1-5 (1=terrible, 5=very good). Compared to the participants regular ways of selecting photographs for similar tasks it scored 3.9 on a scale from 1-5. Compared to the participants regular ways of selecting photographs was 3.7 on a scale from 1-5.

<table>
<thead>
<tr>
<th>Table 2. User satisfaction results</th>
</tr>
</thead>
<tbody>
<tr>
<td>How well the tool helped to select?</td>
</tr>
<tr>
<td>Task 1</td>
</tr>
<tr>
<td>3.9</td>
</tr>
<tr>
<td>How well the selected photos reflected the event?</td>
</tr>
<tr>
<td>4.5</td>
</tr>
<tr>
<td>Compared to regular way of selection (3 = same, 5 = better)</td>
</tr>
<tr>
<td>4.2</td>
</tr>
</tbody>
</table>

Generally the tool was thought to be good in recollecting events and photographs taken. The way in which it showed forgotten photographs was mentioned as a positive thing. One of the main issues the participants had with the tool was that if they had a particular photograph in their mind, it was not always easily found. Especially Task 2 (long event) was considered harder to do than the other tasks because there were more pictures than in a short event and unlike the yearbook task, the long event was restricted in time. The quantitative data in Table 1 supports this: more time was spent per chosen photograph than in the other tasks, although the time spent between clicks was not significantly different.

### 3.2 Discussion

Our research interest is in building a user interface that leverages available information to facilitate the photo selection process, not to automate it. Selecting photographs from increasingly large personal collections is a common task for a variety of situations. For that reason we have built a tool where the user is in charge and does the final selection. In our tool we used not only the visual similarity information to help the user select photos for emailing, uploading, or making a book. Surprisingly, the visual similarity was considered helpful and as the scores of our trial show the participants were quite happy with the tool and the selected photographs. In future research, we are adding other similarity measurements to the user interface: location, people, tags, and time. We are also planning to add controls for the user to change the importance of a parameter at any time (e.g., location similarity is more important than visual similarity).

### 4. CONCLUSIONS

The objective of the CeWe Challenge was to generate a photo story from a personal photo collection by automatic or semi-automatic means. Our approach was to develop an intuitive user interface tool that displays a number of photographs and their relation based on visual similarity. To test the tool we conducted user trials with five people using their personal photographs. The evaluation outcomes can be summarized as follows:

- The selected photographs reflected the events very well (4.3/5)
- The tool was considered helpful (3.7/5), and better or as good as their existing ones (3.9/5).
- The participants selected on average 10-23 photographs, and spent from 2-6 minutes in selecting the photographs.

The tool in its simplicity has potential as a general user interface for selecting media from a large collection. What we learned from our trial was that our tool seems to work well with personal collections: the participants knew their own photographs which helped them to feel in control. This became especially clear with one participant who had in her collection also photographs taken by someone else. This caused confusion and a feeling of being lost. The strength of our tool is that it is a general tool that is not coupled with any particular task or with any particular system. The other main strength is that according to our user trial, people found it useful and helpful.
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