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Abstract

The combination of different media
types is a defining characteristic of
multimedia yet much research has
concentrated on understanding the
semantics of media types individually.
Recently, systems have been
developed to process correlated
image and text data for tasks
including multimedia retrieval, fusion,
summarization, adaptation and
generation. We argue that the further
development and the more general
application of such systems require a
better computational understanding of
image-text combinations. In particular
we need to know more about the
correspondence between the
semantic content of images and the
semantic content of texts when they
are used together. This paper outlines
a new area of multimedia research
focused on modeling image-text
combinations. Our aim is to develop a
general theory to be applied in the
development of multimedia systems
that process correlated image and
text data. Here, we propose a
theoretical framework to describe how
visual and textual information combine
in terms of semantic relations between
images and texts. Our classification of
image-text relations is grounded in
aesthetic and semiotic theory and has
been developed with a view to
automatic classification.

1. Introduction
The combination of different types of

multimedia data is a defining
characteristic of multimedia systems

and applications, yet most research
on the understanding and modeling of
multimedia semantics has focused on
understanding and modeling the
semantics of single media types. It
has been argued that we must
address the issue of how the
combination of multimedia elements
can be greater than the sum of its
parts [9]. On the one hand there are
benefits for facilitating more effective
and engaging multimedia
communication. On the other hand
there are benefits for solving problems
that are hard in single media, but are
more computationally tractable when
correlated media are considered.

Combinations of visual and verbal
media are commonplace throughout
human communication, especially
these days on the web. Consider the
combination of images and texts in
three kinds of websites: newspapers,
art galleries and science education. In
each case the image and the text are
serving a different purpose in
communication, and in relation to
each other. A news photograph
captures one salient aspect of a story,
whereas the text tells the whole story
in more detail; in this case the image
could be said to illustrate the text. In
contrast, a painting in an art gallery is
the prime object of interest, and its
accompanying caption points out and
explains salient aspects of it; the text
could be said to describe the image.
Different again is the way in which
images and text are sometimes used
in scientific expositions. A diagram
may to used to present the same
information as the text but in a



different way — they are in some sense
equivalent.

We define an image-text combination
as an instance of verbal and visual
information being presented
simultaneously and we are interested
in developing a computational
understanding of how to ‘read’ an
image-text combination. It is not
simply a question of adding the result
of text content analysis to the result of
image content analysis. It seems that
a key aspect of understanding an
image-text combination is the way in
which the image and the text relate to
one another — in terms of relative
importance, and in terms of how they
function to convey meaning. The
preceding examples show variations
firstly in the relative importance or
interdependence of the image and the
text, and secondly, in the different
kinds of information, or other value,
that one adds to the other. Words like
‘illustrate’, ‘describe’ and ‘equivalent’
capture some of our intuitions about
how images and texts relate.
However, we believe that a
computationally tractable framework
for classifying image-text relations is
required to facilitate better processing
of image-text combinations in a wide
range of applications.

Section 2 reviews systems that
process correlated images and texts,
and argues that having access to
descriptions of image-text relations
could improve such systems. We also
review some theories about images
and texts from the fields of semiotics
and aesthetics. Section 3 presents
the framework that we have
developed to classify image-text
relations: we envisage these relations
as being part of multimedia content
descriptions for image-text
combinations. Our framework is

grounded in ideas from semiotics and
it has been developed with automatic
classification in mind. Section 4
closes by summarizing our progress
to date, and proposing future
research.

2. Background

There is a growing interest in systems
that deal with correlated media,
including for multimedia adaptation /
summarization / generation, cross-
modal information retrieval, multimedia
data fusion and hypermedia. Our
review of some of these systems
suggests that little attention has been
paid to the ways in which different
media types convey information, and
to what happens when they are used
in combination. It seems that such
issues are either ignored, or dealt with
in an ad-hoc manner suitable only to a
specific application and a specific
genre of data. We conclude our
review with a set of questions about
image-text combinations that we think
are relevant for processing correlated
media. We go on to look at some
semiotic and aesthetic theories about
images and texts to see if they might
provide some answers.

With regards to the adaptation of
multimedia, like setting priorities for
transmission to low-bandwidth
devices and small displays, it is
important to recognise which pieces
of media are most important for users
[22]. It has been noted that web page
analysis is required to understand the
role of images in this context. Seven
functional categories have been
defined to describe how images are
used on web pages, specifically news
websites: story images, preview
images, host images, commercial
images, headings, formatting, and
icons/logos. Images can be



automatically categorized to help
prioritize them [8]. Such prioritization
is also an issue for generating
multimedia summaries, for which it is
important to not only select high-
priority media but to ensure an
appropriate mix of media types.
Previous work on multimedia
generation has automatically placed
images and texts together in a
rhetorical structure, to generate
instructional manuals [1].

The semantic gap is a well-recognized
problem for image retrieval systems
and it motivates the integration of
information about images from a
number of sources, including
correlated texts [17, 21]. Indexing
terms, and potentially more structured
representations of semantic image
content, may be extracted from
correlated texts. The approach of
retrieving one media via another has
been called cross-modal information
retrieval [14] and seems to be
common practice for some web
search engines that retrieve images on
the basis of keywords found in HTML
files, in particular URLs and <alt> tags.
Furthermore, the combination of
keyword statistics and visual features
(colour) improves the retrieval of news
web pages [23]. The reliability of
keyword selection is improved by
combining evidence from image
captions and text surrounding images
on web pages [4]. In order to be more
systematic in the selection of
keywords for image indexing it is
necessary to recognise when a piece
of text is describing the contents of an
image, giving information about other
aspects of the image, or is not related
to the image at all. There seems to
have been a tendency to avoid this
issue by concentrating only on text
very close to the image.

The correlations between visual and
textual information are two-way and
this fact is exploited by systems that
learn to make associations between
text features and image features. This
learning supports applications such as
auto-annotation and auto-illustration
[2]. The learning task presupposes a
strong degree of correspondence
between each image-text pair, or
more particularly between image
regions and text fragments, but the
notion of ‘correspondence’ has yet to
be clearly articulated. Hypermedia is
another kind of system that might
benefit from better articulations of the
correspondences between images
and texts relate. Typed hypertext links
were proposed to facilitate the
navigation of scientific repositories
[19]; this idea can perhaps be
generalised to typed hypermedia links.
An earlier survey of systems that
integrate linguistic and visual
information categorized the systems
and surveyed related disciplines, but
did not explicitly address different
kinds of image-text combinations [18].

In summary, we suggest that the
following questions are relevant for the
further development and more general
application of systems that process
correlated image and text data. With
regards to an image and a text in
combination:

e How can we tell which is more
important for successful
communication?

e What correspondence is there
between the information conveyed
by one and by the other?

¢ What information, or other value,
does one add to the other?

¢ |f we understand the content of
one, then what can we infer about
the content of the other?



¢ What conventions are there for
combining images and texts in
particular genres of communication?

It has been argued that to develop
algorithms that extract deeper levels
of media content from low-level
features, it is important to understand
some compositional and aesthetic
media principles [5]. We are
interested in ideas that help us to
describe relations between images
and texts, and to recognise these
relations automatically from low-level
visual and textual features. Note,
multimedia data models based on
semiotic theories have been
proposed, but these have focussed
on multimedia data types individually
rather than on their combination [6,
15].

Debates about the relative virtues of
images and texts go back many
thousands of years, with scholars
arguing that either visual imagery or
language is primary to human thought
and communication. Rather than
asking questions about their
differences, it is perhaps now more
important to consider how the two
signifying systems interact within a
single work. It has been argued that
all media are mixed media, and that all
representations used by humans to
make sense of their world and
communicate are heterogeneous [13].
Recent research in semiotics has dealt
with thematic systems and cross-
modal semiaotic relations as part of
multimedia discourse analysis [11], the
translation between verbal and visual
semiotic modes [10] and the
combination of moving images and
speech in documentary fim [20].

In semiotics, pioneering work was
done by Barthes who proposed three
image-text relations: illustration,

anchorage and relay [3]. The
definitions of these relations combine
the idea of status (the relative
dominance of either image or text),
and the idea of function. In illustration
the image is said to be parasitic on the
text, i.e. the text is dominant, and the
image serves the function of
elucidating the text — as for example
with a photograph accompanying a
newspaper story. In anchorage the
situation is reversed so that the image
is the main source of information, and
the text only serves to elucidate what
is already there. When image and text
have equal status, and provide
information not present in the other,
then they share the relation of relay.

The idea of status was also applied by
Halliday when he analyzed the
relations between clauses in language.
Two clauses are in an equal, or
paratactic, relationship if both can be
meaningfully understood on their own;
otherwise they are in an unequal, or
hypotactic relationship [7]. Halliday
also analyzed function in terms of the
logico-semantic relations between
clauses, such as elaboration,
enhancement and extension. One
clause elaborates on the meaning of
another by giving more specific
detailed description of it. A clause
enhances another by qualifying its
meaning circumstantially in terms of
time or location. Finally, one clause
extends the meaning of another by
adding further, but related information.
These ideas are part of a semantically-
oriented grammar that explains how
the elements of language are
combined to express meanings. The
emphasis on meanings in this
approach means that it is possible to
envisage a multimedia grammar in
which different media are integrated
by one set of media-independent
relations.



3. Image-Text Relations

We think that recognizing how an
image and a text are related is a
crucial step when understanding an
image-text combination. We want to
develop a framework so that for any
given image-text combination we can
classify the relations that hold
between the image and the text, or
between their parts. [t is intended that
these relations could be classified
automatically, or entered as part of the
multimedia authoring process, and
that they would be used by systems
that process image-text combinations.
Our approach is to synthesise ideas
from Barthes and from Halliday. We
hope to maintain generality across all
kinds of image-text combinations,
though we present the framework
here with a focus on common
examples from web pages. Recently,
a taxonomy of 49 relationships
between images and texts was
proposed, however, it was intended
for human-human communication,
e.g. between writers and illustrators,
rather than for automatic classification
[12].

3.1. Example Image-Text
Combinations

This section discusses some relatively
simple image-text combinations from
web pages. Note that in our analyses
we concentrate on the main images
and texts and ignore peripheral
images and text fragments, like
banners, buttons and the text of
hyperlinks.

3.1.1. Online News Stories

This section is based on web pages

from three prominent news websites:
news.bbc.co.uk, www.cnn.com and
www.nytimes.com.

Almost every online news story comes
with at least one image that is
normally a photograph, and
sometimes with two or three. The text
on each webpage comprises:
headline, image caption and story.
The text of the story can be divided
into the first paragraph, which gives an
overview of the whole story and is
often in bold font/type, and the
remaining paragraphs that serve to
give more details. Regarding page
layout, the first image is positioned to
the right of the opening paragraph and
at the same level under the headline,
as shown in Figure 1.

Headline
I~

| .
Main
- - Image
| | g1 - |
7 o —
First _— -
Paragraph -— mm o o= _\

Fig. 1 Example of the layout of image and
text on a news webpage.

It seems that the textual components
of the webpage normally convey
most, if not all, of the important
information about the event being
reported. The image depicts just one
aspect of the event and seems to be
used to grab attention (shocking
scenes) or make a story seem more
personal (pictures of people involved).
The image is not essential in order to
understand the story told by the text,
but the image on its own without the
text would often fail to communicate

~N ]
Image
Caption



anything meaningful. This aspect of
the image-text relationship is reflected
in the newspaper production process
- a photo editor often adds a picture
once the reporter has finished writing
the story. The image caption often
summarises the news story, like a
more literal headline, rather than
describe what is depicted in the
image.

Some different ways in which the
content of images relates to the main
text of news stories can be seen by
considering some specific examples;
here we assume that the main story is
summarised in the first paragraph of
the text, and that the main image-text
relation is between the image and the
first paragraph. Sometimes the image
is a close-up shot of one or two
people at the centre of the story — see
Figure 3a in Appendix A. In this case
the name of the person, e.g. ‘The
Queen’, appears in the headline, the
image caption and the first paragraph
of the story. Rather than a specific
person, an image will sometimes
depict an unnamed person as an
example of a group of people who are
the subject of a story, for example an
image of an unnamed Aids sufferer
that accompanies a story about the
worldwide Aids situation. When
reporting on an unexpected event
then the only available image may be
of the resulting state, like the
devastation left after an explosion,
Figure 3b. An image may also depict
a cause for the event being reported,
as in a story about more troops being
sent to a war in response to increased
resistance which is accompanied by
an image depicting some resistors.

3.1.2. Online Art Galleries

This section is based on web pages
from four prominent online art gallery
websites — specifically pages showing

individual paintings from their
collections: www.metmuseum.org,
www.sfmoma.org, www.louvre.fr,
www.tate.org.uk.

Paintings displayed in online art
galleries, like those displayed in
physical galleries, are accompanied by
some text comprising catalogue
details (title, artist, date) and a caption
which is part description of the
painting’s content and part
background information about the
painting. Compared to the news web
pages there is less regularity in the
layout of art gallery web pages.
Nevertheless, there appears to be a
tendency for the image to be placed
at the top of the page, with catalogue
details to one side of the painting at
the same level — either to the left or to
the right. The caption, often running
to hundreds of words, is located either
beneath the painting, or to the right,
Figure 2.

Catalogue
Details

i

Fig. 2 Example of the layout of image and
text on an art webpage.

The painting is the primary object of
interest and is intended to convey
meaning in its own right — the text is
added later by someone other than
the artist. The text may help the



viewer’s appreciation of the painting,
but is not essential. The text however
makes little sense on its own and its
dependence on the image is
sometimes made apparent with
phrases like ‘This painting depicts...’,
‘this landscape...” and ‘...the
characters on the left...”. Some of the
caption, but often only a small part,
describes the content of the painting
directly. Note that sentences
describing image content seem to
always be in the present tense, e.g.
‘Discord chooses the apple...” —
Figure 3c. This is one eventin a
sequence, the consequences of which
are described in the text but not
shown in the painting. Other parts of
a caption may give background
explanations about the socio-historical
context of the painting, or about the
artist’s motivations and inspirations.
Further details about who
commissioned the painting and where
it has been displayed may also be
given.

3.1.3. Online Science Textbooks
This section is based on scientific
diagrams from:
www.accessexcellence.org/RC/.

Diagrams are used extensively and in
various ways throughout scientific
literature. Authors take advantage of
the fact that a diagram can be a
clearer or more precise way to
express their ideas. Sometimes there
is a kind of redundancy when the text
and an accompanying image convey
essentially the same information, albeit
in different ways. There is often
extensive cross-reference between
the text and images — particularly with
labelled diagrams.

Figure 3d shows an example in which
the image and the text refer to the
same state of affairs, i.e. the structure

of the DNA molecule, and both seem
to communicate almost equivalent
information. That is to say, the viewer
of the web page could probably do
without one or the other and still get
the essential message. The equality
of the image and the text is perhaps
realized in the way that both are
centered on the page. In other
examples the relatedness of images
and texts is realized by references in
the text like ‘Figure X shows...” or
‘...shown in Figure Z’, and references
to labeled parts of the diagram.

3.2. Our Classification Scheme

The examples discussed in Section
3.1 begin to hint at some of the ways
in which images and texts can relate
to one another. In our classification of
image-text relations we distinguish
two kinds of relations that we take to
be mutually independent. Status
relations are to do with the relative
importance of the text and the image,
or the dependence of one on the
other. Logico-semantic relations are
to do with the functions that images
and texts serve for one another. We
need to recognise that different
relations may hold between different
parts of images and texts, i.e.
between image regions and text
fragments.

3.2.1. Status Relations
The relation between an image and a
text is equal when:

Either

e both the image and the text are
required for successful
communication, in which case they
are equal-complementary;

Or

¢ both the image and the text can be
understood individually, in which
case they are equal-independent.



The relation between an image and a
text is unequal when either the image
or the text can be understood
individually. That which cannot be
understood individually is subordinate
to the other.

Consider the examples discussed in
Section 3.1. Images tend to be
subordinate to the main text on news
web pages whereas the text tends to
be subordinate to the image on art
gallery web pages. Image and text
often share an equal relationship in
scientific textbooks. The relationship
is equal-independent when both
convey the same information in
different ways, and when there is
cross-reference between the image
and the text. Some technical images
may require text to identify them, in
which case the image and the text
(probably a caption) are equal-
complementary.

3.2.2. Logico-Semantic Relations
A text elaborates the meaning of an
image, and vice versa, by further
specifying or describing it.
Photographs on news web pages
frequently elaborate the text,
specifically the first paragraph. For
example, the image in Figure 3a
specifies what the Queen looks like —
this is information missing from the
text. Part of the painting caption in
Figure 3c elaborates the image
through the description of image
content. It is possible for an image to
elaborate a text and a text to
elaborate an image at the same time,
as in Figure 3d.

A text extends the meaning of an
image, and vice versa, by adding new
information. Consider the image
captions in Figures 3a and 3b. As well
as naming the content of the image,
i.e. ‘The Queen’ and ‘The hotel’, each

caption gives new information not
provided by the image. Another
example would be car adverts
comprising images of cars, and text
giving information about price and
performance.

A text enhances the meaning of an
image, and vice versa, by qualifying it
with reference to time, place and/or
cause-effect. In Figure 3b there is an
enhancement relation between the
image and the first paragraph of the
text because the image depicts the
effect of the explosion reported in the
text.

3.3. Towards Automatic
Classification

A preliminary analysis has suggested

some image features and text features

that might be used together to classify
image-text relations automatically.

Further analysis is required to see if

these features are present in a wider

range of examples, and to determine
which combination of features best
classifies each image-text relation.

The classification will be easier if the

genre of the image-text combination is

known because they may be preferred
image-text relations with genre-
specific realisations. Features of
interest to us include:

e Page layout and formatting: the
relative size and position of the
image and the text; font type and
size; image border

o [ exical references in text: for
example, ‘This picture shows...’;
‘See Figure 1’; ‘on the left’; ‘is
shown by’

e Grammatical characteristics of

the text: tense — past / present;

quantification — single / many; full
sentences or short phrases

Modality of images: a scale from

realistic to abstract, or from



photographic to graphic — a
function of depth, colour saturation,
colour differentiation, colour
modulation, contextualisation,
pictorial detall, illumination and
degree of brightness [10] — may
correlate with use of GIF / JPEG

e Framing of images: for example,
one centred subject, or no
particular subject

3.3.1. Features to classify Status
relations?

Two kinds of features that seem most
indicative of status relations are page
layout and lexical references. English
is a language read left-to-right, and
top-to-bottom, and there is an
expectation that important information
is positioned to be read first, and
given most space. Extending this to
the image-text scenario then perhaps
we should expect a similar principle to
guide web page layout, such that the
subordinate media type should appear
to the right / below, and take less
space. On news websites, where
images are subordinate to text, the
photographs accompanying news
stories are positioned to the right of
the main story and occupy
approximately 5-10% of the page
space compared to the main text. In
contrast, on most of the major art
gallery websites we looked at, where
texts are subordinate to images, the
painting was positioned to the left and
given about 50-100% the space of the
text. Lexical references in text such
as ‘this painting...” or ‘Figure X
shows...” are strong indications that
the text is about, and therefore
subordinate to, the image — especially
when occurring at the beginning of the
text. However, some lexical
references like ‘this is shown in Figure
X’ may suggest equal status —
especially when near the end of the
text.

3.3.2. Features to classify Logico-
Semantic relations?

Determining logico-semantic relations
involves a comparison between what
is depicted in the image and what is
referred to by the text. If exactly the
same people, objects and events are
depicted and referred to, then there is
elaboration. If completely new things
are depicted / referred to then there is
extension. If related temporal, spatial
or causal information is provided then
there is enhancement. The question
is how may such comparisons be
computed? For text, information
extraction techniques can recognise
proper nouns and work out who is the
subject of a story, and determine what
kind of event or state is being referred
to in a text. For images, image
processing techniques can detect
faces, indoor vs. outdoor scenes, and
framing — all of which may give clues
about the main subject being
depicted, e.g. a portrait, an
anonymous person, the kind of event,
etc. Working out whether a text refers
to the same number of people as
depicted in an image (one or many)
would involve analysing quantifiers in
the text, and detecting numbers of
faces in the image. In the case of a
single face it would be important to
analyse whether it was a portrait of a
specific person (centred, main focus),
or a more anonymous character
(possibly non-centred, turned from
camera or out of focus) — this relates
to the modality of the image. It might
also be interesting to compare the
complexity of the image and of the
text: image complexity could perhaps
be measured as a function of the
number of edges / regions or graphic
elements. Measures of text
complexity relate to sentence length,
average word length and use of
embedded clauses.



When a text elaborates an image we
have noted that often present tense is
used, or short phrases rather than
complete sentences. When an image
elaborates a text in the news domain
the image is of a realistic modality and
typically depicts a person who is
framed to fill the photograph — often
head and shoulders; the image does
not depict any significant action. The
text tends to repeat the name of the
person depicted. The enhancement
relation of cause-effect is realised
when the image depicts a process,
and the text refers to a state, or vice
versa. The image seems to normally
be a general scene, rather than a
closely cropped photograph with one
main subject.

4. Closing Remarks

We are trying to establish a general
theory of how images and texts
combine which may be seen perhaps
as a kind of multimedia grammar,
applicable to different kinds of
multimedia systems and applications,
and to different genres of image-text
combinations. Our contribution in this
report, based primarily on theoretical
analysis, comprises two parts. First,
we have tried to open up what we
believe is an important topic for
multimedia research and have
identified a set of general questions
about image-text combinations.
Second, we have outlined a
framework to classify image-text
relations, as a step towards
understanding image-text
combinations. In the framework we
have synthesized ideas from semiotic
theories about images and texts.
Using the framework, we have
analyzed some relatively simple
examples of image-text combinations
from web pages and noted some

preferred combinations in particular
genres. This analysis led us to
consider some ways in which image-
text relations might be classified
automatically. We have also tried to
argue that machine-executable
representations of image-text
relations, whether classified
automatically or entered as part of an
authoring process, could help
multimedia retrieval, browsing,
adaptation, generation, etc.
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News Front Page
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UK Queen in Liverpool for ceremony
England
Northern Ireland The Queen is visiting
Scotland  Liverpool for the ancient
Wales Maundy Thursday ceremony. [

BBC Liverpool
Information and
features on the BBC's
Liverpoal website

Business 3
Politics During the service at the city's

Health Anglican cathedral the Queen
will hand out money ta 78 men

Education SEE ALSO:
Science fNature 319 78 women > Bishop refuses to throw in towels
Toehniteg 07 Apr 04 | South Yorkshirs

Maundy Thursday marks the  The Queen has anly micead four  * Arehbishops wash church-goers'
washing of the disciple's feet  Maundy Thursday caremanias horos | uk
Have Your Say  BY Jesus. British monarchs used to wash subjects' fest, but P

» Royal visitor's silver gifts
Magazine J2mes I ended the practice. Apros | Gloucestershire

Entertainment

In Pictures
\Week at a Glance It is the first time the ceremony has been performed at the RELATED BBCi LINKS:
Gountry Profiles  Cathedral. The locals were selected for their contributions to  » Maundy Thursday explained
In Depth their communities. RELATED INTERNET LINKS:
»The Gueen's homepage

Programmes
The ceremony is due to take place at 1100 BST > Diocese of Liverpasl
The BBC is not responsible for the
HEESPORT h il for th
LJERA tent of exte I inte t sits
CCICIEAIEIE o ganisers have selected 78 men and women as a way of eontent of extarmal intern =t =2

marking the Queen's Teth birthday celebrations which take
O THIS D place on 21 April » Funeral for murdered Shafilea
+ Southport tops clean beach poll
The Queen and the Duke of Edinburgh, will arrive at Liverpool's * Queen in Liverpeel for ceremany
Lime Street station before being taken the short distance to  * Drunk driver dies with friends

the cathedral where they will receive the traditional nosegays

- posies of strong-smeling flawers.
» New rules for tracing relatives

» WHS ‘facing new staffing crisis’
» Inquiry into WRC's killing begins
+ Rate decision 'too close to call’

After the service they will attend a civic reception at
Liverpool Hope University

Lord Mayor of Liverpool, Councillar Ron Gould, said: "It is a
wonderful honour that the Queen has chosen to visit Liverpool
this year for the Maundy Thursday celebrations,

"I am delighted that some of the peopls who make such a
great contribution to our city are receiving this prestigious
award from Her mMajesty.”

The Queen has only missed four Maundy Thursday ceremonies
since coming to the throne in 1852
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home | supporters | feedback | tickets | shop online

Technology from BT

| collection » Turner Colletion ¥ Oil paintings » Work Tate Collections
Search
Ll General collection

Joseph Mallord William Turner 1775-1851 Turner

Special collections
The Goddess of Discord Choosing the
Apple of Contention in the Garden of the
Hesperides exhibited 1805

Works on display

Collection highlights

My selection

Gil on canvas

support: 1553 x 2184 mm Archive

painting Ubrary

Bequeathed by the artist 1856 Print Rooms
Insight

Tt Feedback

The Hesperides wers the thres daughters of
Hesperus, the evening star, They keptwateh over a tree of golden apples in a garden onthe slapes  Research Services
ofMount Atlas. Here, the goddess Discord chaoses the apple that will eventually lead to the Trajan
wiar. Paris offered the apple ta the goddess Aphradite who, in return, offered him the most beautiiul
woman in the world: the Greek Queen, Helen Tate Modern

Tate Liverpool

Tate Britain

The rlassical grandeur ofthis landscape is based on the work of he seventeenth-century French
artist, Nicolas Poussin. Its background reflects Tumer's experience ofthe Alps in 1802 Tate Stlves

(From the Wispiay caption Febrwary 2004) Tate Connections

® capyright 2003 Tete, all rights reserved
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;¥ .;ap» Baghdad stunned by hotel attack

& printable version

e |
9", Rescuers in Baghdad have =
given up the search for e b e PO Paul Wood
iiessurvivors in the rubble left e ble were kiled a3 they were
erizar e e e et i Sitting down to dinner
Asia-Pacific

killed at least 17 people,
Europe  mgst of them Iragis.
Middle East]

South Asia

The explosion on Wednesday
night wrecked the small Maunt
England | ghanon hotel and nearby
Northern Ireland  hauses in the city centre
Scotland
Wales  The Us military says a 450kg
Business  car bomb packed with artillery
Palitics ordnance killed at least 17
Health people and injured 45
Education
Science/Nature  On Thursday, three peaple also |4
Technology died in an attack on StAff 8t & o hotel would h
Entertainment US-funded T¥ station in targat for bamber:
- Baguba, narth of Baghdad
Have Your Say
Magszine s officials say the hotel attack, in the busy Karrada district,
InPistures  was intended to cause maximum casualties and bore the
Week at a Glance  hallmarks of an al-Qaeda-related group.
Country Profiles
In Repth  One Briton was killed, and another injured, the UK government
Programmes  caid

AFTER SADDAM —
——

KEY STORIES
»US bormbs mosque comples
»In pictures: Tran turmoil

»US resolve in Iraq ‘unshakable'
» Hew 'al-Qaeda’ warning an Iraq

c
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ANALYSIS

Anniversary blues
Qne year o, ean the
US dlear up the mess
in Irag, asks the BBC's
P Paul Wood

» Mehdi Army

» Shia split over 'uprising'

> Allies plan erisis talks

> shia discontsnt

» Handover questioned

Trai opinion poll results
BACKGROUND

> Who's behind the attacks?

> Who's wha in Traq

» Timeline: Saddam’s raq

EEE SPORT

US officials initially put the death tall as high as 27, but later
revised it downwards. Iragi officials said the toll was as low as WATCH/LISTEN

si Interactive video

HAVE YOUR SAY
LANGUAGES Hours after the blast, a mortar sttack on a US logistics base " Can the viclence be stopped?

north of Baghdad killed two soldiers and injured six + Full in-depth report

b
TORKGE  'Friendly’ hotel RELATED INTERNET LINKS:
MORE > * Goalition Provisional Authority
Mast of the victims of the hotel bombing were Iragis living The BEC 1s not responsible for the ';I
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DNA
Molecule:
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DNA Molecule - Two View

Legend:

The double helix of the DINA is shown along with details of how the bases, sugars and phosphates connect to form
the structure of the molecule

DNA is a deuble-stranded molecule twisted inte a helix (think of a spiral staircase). Bach spiraling strand, comprised
of a sugar-phosphate backbone and attached bases, is connected fo a strand by 1
hydrogen bonding betwoen paired bases. The bases are adenine (A), thymine (T), cytosine (C) and guanine (G)

A and T are conneeted by fwo hydrogen bonds. G and C are connected by three hydrogen bonds
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Figure 3d
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