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1 Introduction

“What makes you think that the theory will still be integrable?”

“Unlimited optimism.”

(M. Staudacher, replying to A. A. Migdal at the Itzykson Meeting, Paris, 2007)

Gauge theories play a dominant role in our current understanding of the nature of fundamental interactions at very short distances. A prominent example of such a theory is the Standard Model of elementary particles, which is remarkably successful in describing the physics up to the currently available energy scale. This description is, however, to a significant extent restricted to the perturbative regime. The derivation of analytical results when the coupling constant is large is an extremely challenging task. This represents an obstacle to the complete understanding of interesting nonperturbative phenomena, like, for instance, confinement.

The revolutionary discovery of integrable structures in Quantum Chromodynamics (QCD) [1], and, more recently, in planar \( \mathcal{N} = 4 \) Supersymmetric Yang-Mills (SYM) theory and AdS/CFT [2], has changed this situation\(^2\).

For a Hamiltonian system with \( 2n \)-dimensional phase space, complete integrability stands for the existence of \( n \) independent integrals of motion, written as integrals of local densities, in involution (i.e. Poisson-commuting with each other). One of these integrals of motion is the Hamiltonian itself, while the other ones are sometimes referred to as higher Hamiltonians. According to the Liouville-Arnold theorem, the equations of motion can then be solved by quadratures. This means that there exists a set of canonical coordinates (‘action-angle’) such that the action vari-

\(^2\)According to the AdS/CFT correspondence [3–7], the scaling dimension of gauge-invariant composite operators should match the energy of the corresponding closed string states. In particular, we will be focusing our attention on string states with large values of some spin or angular momentum quantum number \( Q \), corresponding to composite operators containing a large (order \( Q \)) number of fields. The energy of these states / dimension of these operators can be expressed as \( E = Q + \varepsilon(Q, \lambda) \), with \( \varepsilon \) going to zero at weak ’t Hooft coupling \( \lambda \equiv g_{YM}^2 N \) (\( g_{YM} \) being the Yang-Mills coupling) where the dimension reduces to the bare dimension \( Q \) (see, for instance, [8]). The anomalous dimension \( \varepsilon \) is a dynamical quantity which should interpolate between the two sides of the correspondence, and which will be our main object of interest [9].
ables (momenta) are constants of motion, and the angles (coordinates) are linear in
time and parameterize a torus. For a field theory, the number of degrees of freedom
is normally infinite, and one associates integrability with the existence of an infinite
number of independent local conserved charges in involution. In scattering theory,
integrability implies pure reshuffling of momenta (‘diffractless’ scattering). In
general, flavour degrees of freedom can be transformed in a complicated way during
the scattering. One has ‘transmission’ if the flavours are unchanged, ‘reflection’ if
they are exchanged. We recommend [10–12] for classical references on integrable
systems (see also the excellent [13]).

A link with the Yang-Mills Millennium prize problem has been also advertised.
The situation in AdS/CFT is quite peculiar because of conformal invariance. Moreover,
’t Hooft’s limit $N \to \infty$, with $\lambda = g^2_{YM}N$ fixed, suppresses instanton contrib-
utions, according to the standard argument that the action for such configurations
scales in this limit as $\frac{1}{\lambda}$ [finite]. However, one hopes that the understanding of even
one single interacting four-dimensional gauge theory in this special limit will be im-
portant for progress in the Yang-Mills problem as well. For a relatively recent report,
underlying the potential role of AdS/CFT and integrability, see [14].

The $\mathcal{N} = 4$ theory is a quantum conformal field theory (CFT). The information
on its spectrum is encoded in the short-distance power-law behavior of (2-point) cor-
relators of composite operators. In determining this behavior for all operators of the
theory one encounters a non-trivial operator-mixing, which makes the calculations
notoriously difficult. The observation of [2] is that, in the planar limit, the problem
translates into the equivalent problem of finding the spectrum of certain spin-chain
Hamiltonians. This spectrum consists of spin-wave excitations and their bound states,
and the dynamics ($S$-matrix) describing their scattering turns out to be completely
integrable [15, 16]. Planarity is probably a crucial ingredient for the appearance of

\[3\text{For any compact gauge group } G, \text{ one is to show that quantum Yang-Mills theory on } \mathbb{R}^4 \text{ exists and has a mass gap } \Delta > 0 \text{ (i.e. the lightest particle has strictly positive mass squared).}\]

\[4\text{We take a chance and clarify that, whenever we will be talking of } S\text{-matrices in this review, it will always be referred to the two-dimensional scattering of excitations in the integrable models effectively describing the SYM spectral problem in various regimes (spin-chain, sigma model). Never will we be talking of a spacetime SYM } S\text{-matrix (also because, in that case, conformal invariance would be an obstacle to the definition of asymptotics states).}\]
integrability. It would be overwhelming to give here a comprehensive list of the relevant references. They can be found in many of the available reviews (just to mention some of the most recent ones, see [9, 17–20]).

The result strictly applies to infinitely long chains, which are related to gauge theory operators composed of an infinite number of fields. When the spin-chains are of finite length, certain corrections occur that go under the name of ‘wrapping effects’ [21–23], since the range of the interactions exceeds the length of the spin-chain. Recently [24, 25], these effects have been shown to be calculable for very specific operators and at the first few significant orders in perturbation theory, by techniques of finite-volume integrability\(^5\). The first confirmation that one has obtained from these impressive results is that the ingredients used in the mirror theory approach [27], i.e. the mirror bound states, are all one needs to sum over in order to reproduce the field theory result. In other words, no excitation is missing.

The technology developed so far has been impressive, see for instance [28–37]. Both gauge perturbation theory for short operators and string perturbation theory in the form of Lüscher corrections have proceeded to a tremendous degree of sophistication. A very convincing matching has been shown\(^6\). This remarkable result has strengthened the expectation that the entire planar sector of the theory may in fact be integrable, and accessible via the so-called Thermodynamic Bethe Ansatz (TBA) method. The latter consists in obtaining a set of master equations, whose solutions encode the spectral data of the theory. This program has the potential of providing a set of exact analytic results for an interacting four-dimensional quantum field theory, and, with it, a new insight in our understanding of strongly-coupled nonperturbative phenomena in gauge theories. Once more, the study of two-dimensional models is showing its power in modelling our understanding of four-dimensional theories (cf. [42], Introduction, lines 37-58). Currently, a remarkable effort is being put into the construction and test of such a TBA system of equations [43–45].

\(^5\)These techniques involve the use of the so-called Lüscher corrections. Such corrections do not assume integrability, but, if the theory is integrable, they are expected to complete to a set of exact integral equations for the spectrum (see also [26]).

\(^6\)Notably, the issue concerning some mismatches [38], which were still announced to affect the strong coupling regime, has very recently been resolved [39–41].
Despite the progress obtained, several fundamental questions are still left unanswered. First of all, a systematic way of taking into account the above-mentioned wrapping corrections has not yet been provided, due to their highly complicated nature [22]. Furthermore, no rigorous proof of integrability is yet available, and the quantum Hamiltonian of the system is not known in closed form, but only to a certain order in perturbation theory. Instead, so far the approach has been (in the philosophy of the inverse scattering method) to assume integrability and S-matrix factorization, deduce the entire integrable structure, and a posteriori check the validity of the assumptions (see also [46]). However, with long-range Hamiltonians (as the one emerging from gauge perturbation theory actually is) even setting up an asymptotic scattering theory is problematic, and it is still a challenge to rigorously prove the integrability of the asymptotic problem. Perhaps, with the help of the algebraic methods we are going to describe in this review, the knowledge of the complete Hamiltonian will eventually become accessible\(^7\). The full algebraic structure is still, in many respects, mysterious, and higher correlation functions of the theory are just starting to be explored from the point of view of integrability. Three-point functions\(^8\) are still quite a virgin territory, and it is still unclear if the power of integrability will provide a systematic way of computing them. When appropriately normalized, these three-point functions scale as the two-point functions in the planar limit, and one would like to compute them with spin-chain techniques. In this respect, the universal R-matrix of quantum groups has been used in the past [48] to encode the braiding relations of quantum field multiplets in an integrable 1 + 1-dimensional QFT, thereby extending “off-shell” the “on-shell” quantum-group symmetry of the S-matrix. Along the same lines, correlation functions and form factors\(^9\) could be studied with the help of the universal R-matrix.

Not fully understood is also the nature of certain fascinating dualities that have

---

\(^7\)The so-called ‘dressing phase’ (see formula (74) and subsequent text) is essential for the Hamiltonian. In [47], the presence of this phase has been connected to boosts and general twist transformations for the long-range spin-chain, see also section 3.1 and references therein.

\(^8\)Because of quantum conformal invariance, one-, two- and three-point functions contain all the information one needs.

\(^9\)Form factors are matrix elements of field operators. They satisfy algebraic relations, called form-factor axioms [49, 50], depending locally on the fields and their sectors.
been observed in Wilson loops and \( n \)-point functions. These dualities have recently been related to algebraic structures very similar to those responsible for the integrability of the spectral problem, in particular to an infinite-dimensional symmetry of the so-called Yangian type [51]. It is plausible that all the Yangians we will progressively encounter in this review (sigma model, spin-chain, S-matrix, spacetime \( n \)-point functions) all share a common origin deeply inside the integrable structure of the theory.

Hopf algebras and quantum groups provide a suitable mathematical framework where to study these properties. Quantum groups are certain mathematical structures that emerged in Physics in the context of quantum integrable systems and the quantum inverse scattering method developed by the Leningrad school [52]. These structures were later axiomatized by Drinfeld and by Jimbo in terms of Hopf algebras. For standard textbook-references on Hopf algebras / quantum groups, see for instance [53–57]. The algebraic reason for integrability can often be singled out in the existence of an infinite-dimensional non-abelian symmetry algebra (such as the Yangian) that severely constrains the dynamics. Like the angular momentum in quantum mechanics, a non-abelian algebra commuting with the Hamiltonian generates the subspaces of equal-energy states, and the spectrum re-organizes itself in terms of the corresponding irreducible representations. The S-matrix is nearly fixed purely by the symmetry algebra, and it displays very specific features [58]. For a review on how Hopf algebras systematize the scattering problem in integrable systems, we refer to [59]. According to an idea of Zamolodchikov’s, the infinite dimensional quantum group symmetry of massive integrable field theories plays the same role in their exact solution as that of the Virasoro algebra for conformal field theories.

An accurate knowledge of the quantum algebra governing the integrability of the asymptotic problem might reveal crucial insights into the structure of the finite-size corrections as well (see, for instance, [60]). The almost miraculous results described earlier for short operators in \( \mathcal{N} = 4 \) SYM are a strong motivation for the search of deep algebraic structures responsible for such a matching. These structures should ideally take over the job of completing the proof of spectral equivalence to an arbitrary loop order, where the direct computation will be challenged.

The Yangian has already turned out to be very useful to derive some results and
check others, which would have otherwise taken a perhaps prohibitive amount of work. Even before the explicit derivation of all bound state S-matrices [61], Yangian symmetry had been used to derive the bound state Bethe equations [62] without the need of an explicit diagonalization [63] of the corresponding transfer matrices\textsuperscript{10}. Such diagonalization also makes use of the Yangian, and turns out to be essential to prove important conjectures put forward in the literature [64]. These conjectures, in turn, play a very important role in deriving equations for the finite-size problem (Thermodynamic Bethe Ansatz and Y-system), and one may wonder if the Yangian could play a role in a possible group-theoretical proof of the proposals that have been so far advanced in the literature [65], and in describing the system even at finite length [23].

One will then be able to see if it is possible to apply this algebraic framework to the quantization of the (dual) two-dimensional sigma model, a formidable problem where all conventional methods have failed so far. On the other hand, its understanding is believed to be instrumental in order to clarify the relationship between strings and nonperturbative phenomena in gauge field theories. This fascinating connection has been long sought-for through the work of many generations of theoreticians.

The point of view we would like the reader to take away from the present exposition is that there is a deep and beautiful algebraic structure, not entirely understood, which underlies the integrability of the AdS/CFT system. Fully understanding this structure will most likely provide not only a way of testing the proposals put forward so far for an exact solution, and possibly deriving them from first principles (see also [66]), but may also represent a significant progress in Mathematics. The quantum group behind the complicated beauty of this integrable system most probably represents a new structure mathematicians have not come across so far\textsuperscript{11}.

The review is structured as follows. In section 2, we briefly display two of the traditional realizations of the Yangian algebra, namely Drinfeld’s first and second realization, as those that have been mostly used in the AdS/CFT context so far. In

---

\textsuperscript{10}One striking features of these Bethe equations is that, when expressed in terms of the appropriate bound state variables, they basically assume the same form as the Bethe equations for fundamental particles.

\textsuperscript{11}P. Etingof, private communication.
section 3, we review the Yangian symmetry of the perturbative super Yang-Mills spin-chain (section 3.1), and of the classical string sigma model (section 3.2), both related to the superconformal symmetry algebra \( \text{psu}(2,2|4) \). We also discuss general features of classical integrability, higher charges and Lax pairs, using as a toy model the theory of the principal chiral field (14). Starting from section 4, we enter the core of the topic of this review, \( i.e. \) the quantum group structure of the AdS/CFT S-matrix, based on the centrally-extended \( \text{psl}(2|2) \) Lie superalgebra. In section 4.1, we describe in detail the relevant quasi-triangular Hopf algebra and how it emerges from the spin-chain and from the string sigma model picture, together with some general notions of Lie superalgebras. In section 4.2, we describe the \( \text{psl}(2|2) \) Yangian symmetry of the S-matrix. In section 5, we focus on the semiclassical limit of the quasi-triangular Hopf algebra. Section 5.1 contains standard notions related to classical \( r \)-matrices, Belavin-Drinfeld theorems, quantum doubles and loop-algebras, and various technology connected to the classical Yang-Baxter equation. Sections 5.2 to 5.5 describe the corresponding AdS/CFT case, and highlight the main similarities and the important new phenomena one encounters, such as the presence of the so-called secret symmetry (section 5.4). In section 6, we describe bound state representations, providing details about the differential-operator formalism of [67], and show how to construct the corresponding S-matrices. We also briefly discuss the issue of ‘fusion’. This discussion is then expanded upon in section 7, where long (\( i.e. \) typical) representations are treated. After recalling some notions of the representation theory of Lie superalgebras, we display the construction of long representations for the centrally-extended \( \text{psl}(2|2) \) case (section 7.2), and discuss their reducibility properties. In the same section, we study the quasi-triangular structure in these representations and discuss general rectangular Young tableaux. In section 8, we quickly mention recent progress connected to Yangian symmetry in spacetime \( n \)-point amplitudes, where structures similar to those presented in this review for the spectral problem are being observed right now. In fact, very recent is the discovery of the above-mentioned ‘secret symmetry’ also in this context [68], with the role of the secret Yangian generator played, in perfect analogy with the spectral problem we will be treating here (see section 5.4), by the helicity generator of \( \mathfrak{u}(2,2|4) \). Section 9 contains a list of conclusions that one can draw in the light of the results obtained
so far, in particular for what concerns deriving general character formulas, finding the universal R-matrix and elucidating the role of the secret symmetry. All these are priorities for future investigation.

*Note.* Section 8, which lies slightly outside the main topic, might be skipped during a first reading. The Acknowledgments (section 10) can also be considered as a family album.

*Note.* We will not care to specify a reality condition for the algebra generators, since it will be inessential to our treatment (apart from a few instances, where it will be duly specified in order to make contact with the literature).

*Note.* A few reviews concerning Yangians in AdS/CFT are already available in the literature, see for instance [69–71].

## 2 Yangians

In this section, we summarize the definitions of the Yangian $\mathcal{Y}(\mathfrak{g})$ of a simple Lie algebra\(^{12}\) $\mathfrak{g}$ in the so-called Drinfeld’s first and second realizations. We also give the isomorphism between the two realizations\(^{13}\). The first realization is the one originally given in [54], which naturally emerges from the spin-chain point of view [82]. The second realization [83] is more suitable for constructing the universal R-matrix [84]. We will not discuss here the so-called RTT realization\(^{14}\) and its relevance to the study of irreducible representations of Yangians and of their underlying Lie subalgebras [85–87]. A collection of results on the representation theory of Yangians (cf. Drinfeld polynomials) is contained in [88].

In [89, 90], the quantum Berezinian of the Yangian of the $\mathfrak{gl}(m|n)$ Lie superalgebra was studied, and its relation with the center elucidated. This is the analog of the relation one has between the center of the Yangian of standard Lie algebras and the

\(^{12}\)A Lie algebra is simple when it has no non-trivial ideals, or, equivalently, its only ideals are $\{0\}$ and the algebra itself. An ideal is a subalgebra such that the commutator of the whole algebra with the ideal is contained in the ideal.

\(^{13}\)The reader is referred to the standard literature (see for example [72–74]) for a treatment of this subject. For the generalization to simple Lie superalgebras, see for instance [75–81].

\(^{14}\)In the AdS/CFT case, attempts to formulate the Yangian in this fashion meet some obstacles. We thank G. Arutyunov and M. de Leeuw for discussions on this point.
quantum determinant [91], see section 3.2.

2.1 Drinfeld’s first realization

The Yangian \( \mathcal{Y}(g) \) is a deformation of the universal enveloping algebra of the loop algebra \( g[u] \) associated to a Lie algebra \( g \). We remind that \( g[u] \) is the algebra of \( g \)-valued polynomials in the variable \( u \). Let \( g \) be a finite dimensional simple Lie algebra generated by \( J^A \) with commutation relations \( [J^A, J^B] = f^{AB}_C J^C \), equipped with a non-degenerate invariant consistent supersymmetric bilinear form defined by a metric \( \kappa^{AB} \). The main example of such a form is the Killing form \( \kappa^{AB} = f^{AC}_D f^{BD}_C \), namely the trace of the product of two generators taken in the adjoint representation (see also footnote 24). The Yangian is defined by the following commutation relations between the level-zero generators \( J^A \) (forming \( g \)) and the level-one generators \( \widehat{J}^A \):

\[
\begin{align*}
[J^A, J^B] &= f^{AB}_C J^C, \\
[J^A, \widehat{J}^B] &= f^{AB}_C \widehat{J}^C.
\end{align*}
\]

The generators of higher levels are defined recursively by subsequent commutation of these basic generators, subject to the following Serre relations (for \( g \neq \mathfrak{sl}(2) \)):

\[
\begin{align*}
[\widehat{J}^A, [\widehat{J}^B, J^C]] + [\widehat{J}^B, [\widehat{J}^C, J^A]] + [\widehat{J}^C, [\widehat{J}^A, J^B]] &= \frac{1}{4} f^{AG}_D f^{BH}_E f^{CK}_F f^{GHK}_E \{D_E J^A \}. \quad (2)
\end{align*}
\]

Curly brackets enclosing indices indicate complete symmetrization. Indices are raised or lowered with \( \kappa^{AB} \) or its inverse, respectively. For the algebra \( \mathfrak{sl}(2) \), the above Serre relations are trivial, and one needs to impose a more complicated set of relations. The reader can find a detailed description of these relations in section 2.1.1 of [73]. The Yangian is not a Lie algebra, as, for instance, the commutator of two level-one generators contains, in addition to a level-two generator, also a cubic combination of the level-zero generators.

From the commutation relations (1) one can easily notice the existence of a shift automorphism

\[
\begin{align*}
J^A &\rightarrow \widehat{J}^A, \\
\widehat{J}^A &\rightarrow \widehat{J}^A + c J^A.
\end{align*}
\]

\[\text{We remind that an invariant form } (\cdot, \cdot) \text{ is such that } ((X, Y), Z) = (X, [Y, Z]) \forall X, Y, Z \in g, \text{ with } [\cdot, \cdot] \text{ the graded commutator, see for instance [92, 93]. Supersymmetric means } (X, Y) = (-)^{\text{deg}(X) \text{deg}(Y)} (Y, X), \text{ deg denoting the fermionic grading, while consistent means } (\text{even, odd}) = 0.\]
with \( c \) a constant. This extends to an automorphism of the whole Yangian \( \mathcal{Y}(g) \).

The Yangian is equipped with a Hopf algebra structure. The coproduct is uniquely determined for all generators by specifying it on the level-zero and -one generators as follows:

\[
\Delta(J^A) = J^A \otimes 1 + 1 \otimes J^A, \quad \Delta(\hat{J}^A) = \hat{J}^A \otimes 1 + 1 \otimes \hat{J}^A + \frac{1}{2} f_{BC}^A \hat{J}^B \otimes \hat{J}^C. \tag{4}
\]

Antipode and counit are easily obtained from the Hopf algebra definitions. We remind that the antipode \( \Sigma \) is an anti-involution (with a fermionic sign for superalgebras, i.e. \( \Sigma(AB) = (-1)^{\text{deg}(A)\text{deg}(B)} \Sigma(B) \Sigma(A) \)).

### 2.2 Drinfeld’s second realization

Drinfeld’s second realization explicitly solves the recursion that is implicit in the first realization. It defines \( \mathcal{Y}(g) \) in terms of generators \( \kappa_{i,m}, \xi_{i,m}^\pm, i = 1, \ldots, \text{rank} g, m = 0, 1, 2, \ldots \), and relations

\[
\begin{align*}
\{\kappa_{i,m}, \kappa_{j,n}\} &= 0, \quad [\kappa_{i,0}, \xi_{j,m}^\pm] = \pm a_{ij} \xi_{j,m}^\pm, \\
[\xi_{j,m}^+, \xi_{j,n}^-] &= \delta_{ij} \delta_{m,n}, \\
[\kappa_{i,m+1}, \xi_{j,n}^\pm] - [\kappa_{i,m}, \xi_{j,n+1}^\pm] &= \pm \frac{1}{2} a_{ij} \{\kappa_{i,m}, \xi_{j,n}\}, \\
[\xi_{i,m+1}^\pm, \xi_{j,n}^\pm] - [\xi_{i,m}^\pm, \xi_{j,n+1}^\pm] &= \pm \frac{1}{2} a_{ij} \{\xi_{i,m}^\pm, \xi_{j,n}\},
\end{align*}
\]

\( i \neq j, \ n_{ij} = 1 + |a_{ij}|, \ Sym(\{\xi_{i,k_1}, \xi_{i,k_2}, \ldots \}) = 0. \tag{6}\)

In these formulas, \( a_{ij} \) is the Cartan matrix, which we will assume to be symmetric.

Yangians are quite different from affine Kac-Moody algebras\(^{16}\), although they share a Lie subalgebra (for \( n = m = 0 \) in (6) and (7)). Yangians can be obtained as certain quotients of the quantized version of affine Kac-Moody algebras (see [56, 83]).

\(^{16}\)The affine Kac-Moody algebra associated to a finite-dimensional Lie algebra has defining relations

\[
\{J^A \otimes t^n, \alpha^B \otimes t^m\} = \{J^A, \alpha^B\} \otimes t^{n+m} + (J^A, \alpha^B) n \delta_{n,-m} \mathcal{C}, \tag{7}\]

with \( \mathcal{C} \) a central element, and \( (, ) \) the Killing form. One usually adjoins a derivation to the algebra, in order to remove a root-degeneracy (see e.g. [94]).
Drinfeld’s first and second realization are isomorphic to each other. Let $H_i, E_i^\pm$ be a Chevalley-Serre basis for $\mathfrak{g}$, and denote by $\hat{H}_i, \hat{E}_i^\pm$ the corresponding level-one generators in the first realization of the Yangian. Drinfeld [83] gave the isomorphism

$$\kappa_{i,0} = H_i, \quad \xi_{i,0}^+ = E_i^+, \quad \xi_{i,0}^- = E_i^-,$$

$$\kappa_{i,1} = \hat{H}_i - v_i, \quad \xi_{i,1}^+ = \hat{E}_i^+ - w_i, \quad \xi_{i,1}^- = \hat{E}_i^- - z_i,$$

(8)

where

$$v_i = \frac{1}{4} \sum_{\beta \in \Delta^+} (\alpha_i, \beta) (E_\beta^+ E_\beta^+ + E_\beta^- E_\beta^-) - \frac{1}{2} H_i^2,$$

(9)

$$w_i = \frac{1}{4} \sum_{\beta \in \Delta^+} \left( E_\beta^- \text{ad}_{E_i^+} (E_\beta^+) + \text{ad}_{E_i^+} (E_\beta^+) E_\beta^- \right) - \frac{1}{4} \{E_i^+, H_i\},$$

(10)

$$z_i = \frac{1}{4} \sum_{\beta \in \Delta^+} \left( \text{ad}_{E_\beta^-} (E_i^-) E_\beta^+ + E_\beta^- \text{ad}_{E_i^-} (E_i^-) \right) - \frac{1}{4} \{E_i^-, H_i\}.$$

(11)

$\Delta^+$ denotes the set of positive root vectors, $E_\beta^\pm$ are generators of the Cartan-Weyl basis constructed from $H_i, E_i^\pm$, and the adjoint action is defined as $\text{ad}_x(y) = [x, y]$. For references on the connection between the two realizations for the related case of quantum affine algebras, see for instance [95–99].

3 The Yangian of $\mathfrak{psu}(2,2|4)$

3.1 $\mathcal{N} = 4$ SYM spin chain

Generically, the level-zero generators are realized on a spin-chain as local charges

$$\mathcal{J}^A = \sum_k \mathcal{J}^A(k),$$

(12)

where the index $k$ runs over the spin-chain sites. In a spin chain of infinite length, the level-one Yangian generators are typically realized in terms of bilocal combinations such as

$$\hat{\mathcal{J}}^A = \sum_{k < n} \hat{J}_{BC}^A \mathcal{J}^B(k) \mathcal{J}^C(n).$$

(13)

Level-$n$ generators are $(n + 1)$-local expressions. At finite length, while Casimirs of the Yangian may still be well defined, boundary effects usually prevent from having
conserved charges of the type (13). For instance, if one tries to impose periodic boundary conditions, one can have that a charge like (13) gives two inequivalent results when acting on two states that are related to each other by a cyclic permutation of the spins. However, we recommend to consult [82] and references therein for notable exceptions, and for a review of this subject.

The Yangian charges (13) for the $\mathcal{N} = 4$ SYM spin chain, at infinite length and at the leading order in ’t Hooft’s coupling, have been constructed in [100, 101]. They are based on the Lie superalgebra (superconformal algebra) $\mathfrak{psu}(2, 2|4)$. In [102], the first two Casimirs of the Yangian have been computed and identified with the first two local abelian Hamiltonians of the spin-chain with periodic boundary conditions.

Perturbative corrections to the Yangian charges in definite subsectors have been studied in [103–107]. The integrable structure of spin-chains with long-range interactions, such as the one describing the perturbation theory of $\mathcal{N} = 4$ SYM, is not entirely understood. In order to prove integrability, one has to explicitly construct the higher Hamiltonians, or engineer a method of generating them (see for instance [108–111]). In absence of other standard tools, Yangian symmetry would constitute a formal proof of integrability order by order in perturbation theory. The suitable two-loop expression of the Yangian charges (13) for the $\mathfrak{su}(2|1)$ sector has been derived in [106]. In [107], a large degeneracy of states in the $\mathfrak{psu}(1, 1|2)$ sector has been explained by finding nonlocal charges related to the loop-algebra of the $\mathfrak{su}(2)$ automorphism of $\mathfrak{psu}(1, 1|2)$. Further references include [112–118].

### 3.2 Sigma model

The emergence of higher non-local charges of Yangian type from a two-dimensional classically integrable field theory\footnote{The literature devoted to this subject is extensive. We mention here, as a starting point for the interested reader, the early papers [119, 120], and the papers [121, 122] for the supersymmetric case.} can be understood via the example of the so-called Principal Chiral Model (PCM). This is the theory of a field $g = g(x, t)$ taking values in a connected simple compact\footnote{Compactness is assumed in order to have finite-dimensional unitary representations.} Lie group $G$, with a Lagrangian given by

$$\mathcal{L} = \text{tr}[\partial_\mu g^{-1} \partial^\mu g].$$ (14)
This Lagrangian has left and right global symmetries \( g \rightarrow hg, \ gh \), with \( h \in G \). The corresponding Noether currents are given by

\[
J_{\mu}^{L,R} = -(\partial_{\mu} g) g^{-1}, \ g^{-1} (\partial_{\mu} g).
\]

(15)

These currents (cf. Cartan 1-forms on group manifolds) belong to the Lie algebra \( \mathfrak{g} \) of \( G \), which is generated by certain \( T^A \)'s satisfying \([T^A, T^B] = f_{AB}^C T^C \). This means that one can write these currents (and the corresponding charges \( \mathcal{J} \)) as

\[
J_{\mu}^A = J_{\mu}^A T_A, \quad \partial^\mu J_{\mu}^A = 0, \quad \mathcal{J}^A = \int_{-\infty}^{\infty} dx J_0^A.
\]

(16)

By subsequent integration by parts and disregarding boundary terms, the action associated to the Lagrangian (14) can be brought to a form quadratic in the Noether currents. It is easy to check that, upon using the equations of motion, such currents satisfy the condition of “flatness” (cf. Maurer-Cartan equation):

\[
\partial_0 J_1 - \partial_1 J_0 + [J_0, J_1] = 0.
\]

(17)

\((J_0, J_1)\) form a so-called Lax pair\(^{19}\).

Together with the conservation of \( J \), the flatness condition automatically implies that the following non-local currents are conserved\(^{20}\):

\[
\hat{J}_{\mu}^A = \epsilon_{\mu\nu} J^{\nu,A} + \frac{1}{2} f_{BC}^A J_{\mu}^B \int_{x'}^x dx' J_0^C (x'),
\]

\[
\frac{d}{dt} \mathcal{J}^A = \frac{d}{dt} \int_{-\infty}^{\infty} \ dx \hat{J}_0^A (x) = 0.
\]

(19) (20)

\(^{19}\)A typical example of a Lax pair is the following. Consider the equation \( \frac{d}{dt} A = [A, B] \), with \( A, B \) two matrices. It is straightforward to show that \( \text{tr} A^n \) is a conserved charge for arbitrary \( n \). The generating function for all these charges is \( \text{tr} \exp(A) \). \((A, B)\) form a Lax pair, and one can directly generate conserved charges from the Lax pair by a suitable trace operation. The condition (17) is also the consistency (or, integrability) condition for the system of equations

\[
\partial_1 F = J_0 F, \quad \partial_0 F = J_1 F,
\]

(18)

where \( F \) is an arbitrary vector. The system (18) defines the so-called auxiliary linear problem, and it constitutes the starting point of the classical inverse scattering method. The very existence of a Lax pair representation for the dynamical equations can often be taken as a synonym of integrability.

\(^{20}\)Indeed, the currents themselves satisfy \( \partial^\mu \hat{J}_{\mu}^A = 0 \).
Recursive application of the same argument leads to the conservation of an infinite tower of non-local charges. Existence of such higher non-local charges implies the classical integrability of the model. These charges have non-trivial Poisson brackets among themselves and with the Noether charges. In the absence of anomalies, the quantum version of these charges [123] forms the non-abelian structure of the Yangian. Typically, one can find a family of flat connections depending on a continuous parameter $\lambda$, often called \textit{spectral parameter}.

A remark is in order. Looking at the charges $\hat{J}^A$ in (20), one may wonder whether the non-local part is actually just one half of the square of the local charges $J^A$ (which would mean that one has not really found new independent conserved charges). In fact, one could be tempted to rewrite the nested integral in (20) as half of the same expression, plus half of the expression where a change of variables has been performed to swap the integration variables $x$ and $x'$. This would reconstruct the square of $\hat{J}^A$, were it not for a minus sign coming from the structure constants.

We also notice that, since we have left and right currents (15), two copies of the Yangian, constructed according to the above procedure, will actually be present in the PCM.

The path-ordered exponential of the spatial part of the Lax connection is called the \textit{monodromy matrix}. Its trace, called the \textit{transfer matrix}, is a generating function for the tower of (non-local) conserved charges. One recovers these charges as a Taylor expansion around a specific value of $\lambda$, for instance $\lambda = \infty$. Expansion around a different point, say, $\lambda = 0$, and usually after taking the logarithm and a suitable combination of derivatives w.r.t. $\lambda$, may instead generate the tower of local commuting charges giving rise to the integrable Hamiltonians [82, 124]. The latter expansion point is typically a special point for the \textit{R-matrix} of the problem (see formula (33) and subsequent discussion), and it is usually located where the \textit{R-matrix} degenerates into a projector$^{21}$. Often, however, extracting the commuting charges is not a straight-

$^{21}$ Consider the following \textit{R-matrix} (proportional to the so-called \textit{Yang’s R-matrix}):

$$R = \frac{u}{u \pm 1} \left( \mathbb{1} \otimes \mathbb{1} + \frac{P}{u} \right),$$

with $P$ the permutation operator $Pa \otimes b = (-)^{\deg(a)\deg(b)} b \otimes a$. One can see that the residue at the pole $u = \mp 1$ is proportional to $\mathbb{1} \otimes \mathbb{1} \mp P$, which projects onto the antisymmetric (resp., symmetric)
forward operation. For the case of the PCM, for instance, we refer to the specific treatment of [125].

Let us restrict to the case of models with $\mathfrak{gl}(n)$ Yangian symmetry for a moment. The local commuting charges form a commutative (Cartan) subalgebra of the Yangian, and they have determinantal expressions (see for instance [126]). The center of the Yangian belongs to this commutative subalgebra and it is generated by one of this determinantal expressions, called the quantum determinant. For supersymmetric theories, the trace and the supertrace of the monodromy matrix can generate two different families of commuting Hamiltonians.

The classical integrability of the Green-Schwarz superstring sigma model in the $\text{AdS}_5 \times S^5$ background has been established in [127]. There, the corresponding infinite set of non-local classically conserved charges has been found, according to a logic very close to the one described above (similar observations for the bosonic part of the action were made in [128]). The fact that the string sigma model is actually based on a coset group makes the treatment slightly more involved, but conceptually quite similar. Further work in this context can be found in [129–138].

We conclude this section with a remark on the Hopf algebra structure of the non-local charges (20). How expressions like (19), (20) can give rise to the coproduct (5) is the outcome of a contour integral analysis contained e.g. in [139]. There exists also a semiclassical argument [119, 140], which we will now present. One can imagine two well-separated solitonic excitations (see Figure 1) as the classical version of a scattering state. The principal chiral model has such solutions (see for instance [141]). Soliton 1 is located inside the region $(-\infty,0)$, while soliton 2 is inside $(0,\infty)$. If one defines the semiclassical action of a charge on such a solution as the charge itself evaluated on the profile, one can conveniently split the integral of the current in the individual domains which are most relevant for each of the two solitons, respectively. In other words,

tensor-product representation. In this review, we will always assume that the S-matrix, whether it will be denoted by $R$ or $S$, will act as a map from $V_1 \otimes V_2$ to $V_1 \otimes V_2$, with $V_1$ and $V_2$ two algebra modules. For all practical purposes, we will think of $R$ and $S$ as one and the same mathematical object, and indifferently use either letters in order to mantain the text populated with symbols familiar to both physicists ($S$) and mathematicians ($R$).
Fig. 1: A semiclassical scattering state with two well-separated solitons.

\[ \mathcal{J}_A^{\text{profile}} = \int_{-\infty}^{\infty} dx J_A^0 \mid \text{profile} = \int_{-\infty}^{0} dx J_A^0 + \int_{0}^{\infty} dx J_A^0 \]
\[ \sim \mathcal{J}_1^A + \mathcal{J}_2^A \rightarrow \Delta(\mathcal{J}^A) = \mathcal{J}^A \otimes \mathds{1} + \mathds{1} \otimes \mathcal{J}^A \quad (21) \]

and, from (19) and (20),

\[ \mathcal{\tilde{J}}_A^{\text{profile}} = \int_{-\infty}^{0} dx J_A^1 + \frac{1}{2} f_{BC}^{A} \int_{-\infty}^{0} dx J_B^0 (x) \int_{-\infty}^{x} dy J_C^0 (y) \]
\[ + \int_{0}^{\infty} dx J_A^1 + \frac{1}{2} f_{BC}^{A} \int_{0}^{\infty} dx J_B^0 (x) \int_{0}^{x} dy J_C^0 (y) \]
\[ + \frac{1}{2} f_{BC}^{A} \int_{0}^{\infty} dx J_B^0 (x) \int_{-\infty}^{0} dy J_C^0 (y), \quad (22) \]

which schematically reproduces (5). Upon quantization in absence of anomalies, one can promote this action to the action of charge-operators on the Hilbert space of the asymptotic states. One can therefore directly link the non-locality of the classical charge to the “non-triviality” of the corresponding coproduct\(^{22}\).

4 The centrally-extended \( psl(2|2) \) Yangian

4.1 The Hopf algebra of the S-matrix

As we will shortly motivate, the algebra we will focus our attention on is given by \(^{23}\) the centrally-extended \( psl(2|2) \) Lie superalgebra (which we will use here for the convenience of the presentation).

\(^{22}\)One calls “trivial” a coproduct of the (local) type (4).

\(^{23}\)In what follows, it will be sufficient to consider one copy of this algebra, as the two copies can be treated independently.
call \( \mathfrak{psl}(2|2) \), for short). This algebra emerges upon choosing a vacuum for the spin-chain [16] (see the discussion following formula (25)), and the same algebra arises in the decompactification limit of the string sigma-model [142].

We begin by reporting the commutation relations of (a single copy of) the algebra. For convenience of the reader, we first explicitly spell out the commutators of the two sets of \( \mathfrak{sl}(2) \) bosonic generators, in order to display our conventions for the Cartan matrix entry in these two sectors:

\[
\begin{align*}
[\mathbb{L}^1_1, \mathbb{L}^2_1] &= 2\mathbb{L}^2_1, & [\mathbb{L}^1_1, \mathbb{L}^2_1] &= -2i\mathbb{L}^1_2, & [\mathbb{L}^2_1, \mathbb{L}^2_1] &= \mathbb{L}^1_1, \\
[\mathbb{R}^3_1, \mathbb{R}^3_2] &= 2\mathbb{R}^4_1, & [\mathbb{R}^3_1, \mathbb{R}^4_1] &= -2\mathbb{R}^3_2, & [\mathbb{R}^3_2, \mathbb{R}^3_2] &= \mathbb{R}^3_3.
\end{align*}
\] (23)

The remaining commutators are as follows (Latin indices refer in our conventions to the \( \mathbb{L} \)-type of \( \mathfrak{sl}(2) \) generators, while Greek indices to the \( \mathbb{R} \)-type):

\[
\begin{align*}
[\mathbb{L}^a_b, \mathbb{C}^\alpha_c] &= \delta^b_c \mathbb{C}^\alpha_a - \frac{1}{2} \delta^b_c \mathbb{C}^\alpha_c, & [\mathbb{R}^a_b, \mathbb{Q}^d_c] &= \delta^b_c \mathbb{Q}^d_a - \frac{1}{2} \delta^b_c \mathbb{Q}^d_c, \\
[\mathbb{L}^a_b, \mathbb{Q}^d_c] &= -\delta^d_c \mathbb{Q}^a_b + \frac{1}{2} \delta^d_c \mathbb{Q}^a_c, & [\mathbb{R}^a_b, \mathbb{G}^d_c] &= -\delta^d_c \mathbb{G}^a_b + \frac{1}{2} \delta^d_c \mathbb{G}^a_c, \\
\{\mathbb{Q}^a_a, \mathbb{Q}^b_b\} &= \epsilon_{a\beta} \epsilon^{ab} \mathbb{C}, & \{\mathbb{G}^a_a, \mathbb{G}^b_b\} &= \epsilon_{a\beta} \epsilon^{ab} \mathbb{C}^\dagger, \\
\{\mathbb{Q}^a_a, \mathbb{G}^b_b\} &= \delta^a_b \mathbb{R}^a_a + \delta^a_b \mathbb{L}^a_a + \frac{1}{2} \delta^a_b \delta^a_b \mathbb{H}.
\end{align*}
\] (24)

The elements \( \mathbb{H} \), \( \mathbb{C} \) and \( \mathbb{C}^\dagger \) commute with all the generators. The ‘dagger’ symbol on the third central element is to remind that, in unitary representations, \( \mathbb{C} \) and \( \mathbb{C}^\dagger \) are one the complex conjugate of the other.

As usual for Lie superalgebras, \( \text{[even, odd]} \subset \text{odd} \), therefore the odd part forms a representation of the even subalgebra. In this case, the even part is given by the \( \mathfrak{sl}(2) \oplus \mathfrak{sl}(2) \) subalgebra, with generators \( \mathbb{L} \) and \( \mathbb{R} \) satisfying \( \sum_a \mathbb{L}^a_a = 0 \) and \( \sum_a \mathbb{R}^a_a = 0 \), together with the center \( \{ \mathbb{H}, \mathbb{C}, \mathbb{C}^\dagger \} \). The odd part forms the representation \( (2, 2) \oplus (\overline{2}, 2) \) (\( \mathbb{Q} \) and \( \mathbb{G} \), respectively) [93].

The fact that a simple Lie superalgebra can admit such a large central extension is peculiar to \( \mathfrak{psl}(2|2) \). In fact, \( A(1, 1) \equiv \mathfrak{psl}(2|2) \) is the only basic classical \(^{24}\) simple

\(^{24}\)Let us focus on simple Lie superalgebras. We remind that a classical Lie superalgebra is such that its even subalgebra is a reductive Lie algebra, namely a direct sum of semisimple and abelian Lie algebras. A classical Lie superalgebra is called basic if it admits a non-degenerate invariant supersymmetric bilinear form, otherwise it is called strange. One usually takes as such a form the Killing form, i.e. the supertrace of the product of two generators in the adjoint representation (although any representation besides the adjoint would provide a form with the necessary properties, see [143] for
Lie superalgebra for which this happens [148]. Leaving aside affine extensions, in fact, one either has no central extensions at all, or, for the series $A(n,n)$ with $n \neq 1$, one has a one-dimensional central extension to $\mathfrak{sl}(n+1|n+1)$, the algebra of supertraceless matrices of dimension $n+1|n+1$ (in a bosons|fermions notation). This is because the $n+1|n+1 \times n+1|n+1$-identity matrix is also supertraceless. But only for $A(1,1)$ one can simultaneously use two epsilon-tensors, and allow, besides the $\mathfrak{sl}(2|2)$ generator $H$, two further independent central charges $C$ and $C^\dagger$ to appear on the r.h.s. of the two ‘same-type’ anticommutators of supercharges, $\{Q,Q\}$ and $\{G,G\}$ respectively, as shown in (24).

The representation relevant to super Yang-Mills, and which we will call “fundamental”, is that of a dynamical spin-chain, i.e. sites can be created or destroyed as a byproduct of the action of the Lie superalgebra generators (“length-changing” action). In the basis of [16], the length-changing action of, for instance, the central charges goes as follows:

$$
\mathbb{H} |p\rangle = \epsilon(p) |p\rangle,
$$

$$
C |p\rangle = c(p) |pZ^-\rangle,
$$

$$
C^\dagger |p\rangle = \bar{c}(p) |pZ^+\rangle,
$$

(25)

The Killing form is proportional to the dual Coxeter number. The dual Coxeter number $c_2$ is defined as $F^A_F^B = c_2 \delta_{CD}$, and it is related to trace of the quadratic Casimir in the adjoint representation. When the dual Coxeter number is zero, one can (in the light of the remark in brackets we just made above) take the supertrace in any other representation for which the form does not give an identically vanishing result (one could try, for instance, the fundamental representation). The Lie superalgebras $A(n,n) \equiv \mathfrak{psl}(n+1|n+1)$, $n \geq 1$, in particular, have zero Killing form, but they are basic. For a very direct way of exhibiting a non-degenerate bilinear form for $A(n,n)$, $n \geq 1$, one can consult for instance [144], Appendix B. One can take a distinguished simple root system (i.e., with the least number of fermionic simple roots). Notice that the Cartan matrix of $A(n,n)$ in this system is degenerate [93]. This has to do with the number of Cartan elements needed to achieve a Chevalley-Serre realization, which forces one row in the Cartan matrix to be dependent on the other ones. Notice also that, after centrally-extending $A(n,n)$ to $\mathfrak{sl}(n+1|n+1)$ (the algebra of supertraceless $n+1|n+1 \times n+1|n+1$ matrices) by adding one central element (see the discussion in the text immediately following this footnote), the supertrace in the defining $n+1|n+1 \times n+1|n+1$ representation immediately becomes degenerate, since the product of any generator with the central element is still supertraceless. For more details in the case of coset supergroups, especially those relevant to AdS/CFT, see for instance [145], where the suitable decomposition of $\mathfrak{psu}(2,2|4)$ (related to $A(3,3)$) and related coset reductions of the bilinear form are studied, and [146]. We refer to [93, 147] for further details and explanations.
where \( Z^+(-) \) adds (removes) one site to (from) the chain. The length-changing action of the symmetry generators is easily justified when realizing that they, as well as the Hamiltonian / mixing matrix of anomalous dimensions, can mix operators with different numbers of bosonic and fermionic fields. In the case of the Hamiltonian, this mixing is restricted to operators which have the same bare scaling dimension.

A magnon is a spin-wave excitation on the spin-chain. We denote as \( |p\rangle \) the one-magnon state \( |p\rangle = \sum_n e^{ipn} \cdots Z Z \phi(n) Z \cdots \). \( Z \) is a chosen complex combination of two of the six real scalar fields in \( \mathcal{N} = 4 \) SYM. \( \phi \) is one of the 4 possible orientations of the “spin” (or “polarizations”) in the fundamental representation of \( \mathfrak{psl}(2|2) \), here taken at position \( n \) along the chain. The two bosonic polarizations are denoted as \( w_1, w_2 \) and the two fermionic ones as \( \theta_3, \theta_4 \). In the absence of magnonic excitations, one simply obtains the vacuum state \( \cdots Z Z \cdots \). Indeed, operators of the form \( \text{tr} Z^J \) in the SYM theory are half BPS, in that they are annihilated by half of the supersymmetries. Their scaling dimension is therefore protected from receiving quantum corrections. For fixed \( J \), \( \text{tr} Z^J \) corresponds to a ferromagnetic vacuum\(^{25}\). The algebra \( \mathfrak{psu}(2|2) \) (and its central extension) is the algebra that preserves such a vacuum, and the excitations on the vacuum form irreducible representations of this residual algebra. One of the \( \mathfrak{su}(2) \)’s corresponds to the residual R-symmetry\(^{26}\), the other \( \mathfrak{su}(2) \) to the residual Lorentz algebra\(^{27}\).

A state like \( \cdots Z Z \cdots \) is obtained from \( \text{tr} Z^J \) in the limit \( J \to \infty \) (“asymptotic problem”). On the string theory side of the correspondence, this amounts to relaxing the level-matching condition and effectively dealing with open-string excitations (the ‘giant magnons’ of [149]). The analysis of the finite-size effects, which concerns the true gauge-invariant SYM operators at finite \( J \) (dual to closed strings), is postponed to the solution of the asymptotic problem. The asymptotic problem is in fact easier

\(^{25}\)At one loop, the ferromagnetic nature is essentially due to the presence of the squared coupling constant \( g^2_{YM} \) in front of the (Heisenberg-like) Hamiltonian. One would eventually like to have this squared coupling real and positive.

\(^{26}\)R-symmetry is the symmetry that rotates the generators of the extended (\( \mathcal{N} = 4 \)) supersymmetry. Choosing a complexified scalar breaks the original \( \mathfrak{so}(6) \) R-symmetry to two copies of \( \mathfrak{su}(2) \).

\(^{27}\)The vacuum preserves the Lorentz algebra, which provides other two copies of \( \mathfrak{su}(2) \). In total, one sees how two copies of \( \mathfrak{psu}(2|2) \) are bound to arise. These two copies are also related to the two wings of the \( \mathfrak{psu}(2,2|4) \) Dynkin diagram, for an appropriate choice of simple root-system.
to attack, as it can be treated in terms of scattering data.

The length-changing property can be interpreted, at the Hopf algebra level, as a non-local modification of the (otherwise trivial) coproduct \([150, 151]\). One can see how this works, for instance, in the case of the central charges\(^{28}\). When acting on a two-particle state, one needs to compute

\[
\mathbb{C} \otimes 1 \ket{p_1} \otimes \ket{p_2} = \mathbb{C} \otimes 1 \sum_{n_1 < n_2} e^{i p_1 n_1 + i p_2 n_2} \ket{\cdots ZZ \phi_1 Z \cdots \phi_2 Z \cdots} = (n_2 \to n_2 + 1) = c(p_1) e^{i p_2} \ket{p_1} \otimes \ket{p_2}.
\]

The rescaling \(n_2 \to n_2 + 1\) is needed to bring back the state to its original form with \(n_2 - n_1\) vacuum sites between the two excitations, because that is what is defined as \(\ket{p_1} \otimes \ket{p_2}\) from the very beginning. We have considered the state as infinitely extended on both sides, therefore the rescaling only involves the action of \(\mathbb{C} \otimes 1\), and not of \(1 \otimes \mathbb{C}\). In other words, only the space in-between the two excitations matters. Such an action is clearly non-local, as acting on the first magnon (with momentum \(p_1\)) produces a result which depends also on the momentum \(p_2\) of the second magnon.

The next step is to compute the S-matrix governing the scattering of the two excitations against each other. Thanks to integrability, when two particles cross paths they keep their momenta \(p_1\) and \(p_2\) unchanged, but their spins are transformed by means of a non-trivial matrix, the S-matrix itself. The latter therefore acts trivially on the space of momenta, but reshuffles the internal quantum numbers (see also the Introduction). The requirement of invariance under the symmetry of the problem amounts to the commutation of the S-matrix with the coproduct. The coproduct is in fact nothing else than the action of the symmetry on two-particle states. Once again, because one assumes the integrability of the problem, the two-particle scattering contains the whole information required to decipher the entire dynamics of the system.

Imposing the above-mentioned invariance condition is equivalent to requiring \(\Delta(\mathbb{C}) \mathcal{S} = \mathcal{S} \Delta(\mathbb{C})\) for the S-matrix. In our case, this implies computing

\[^{28}\text{It is worth noticing that, in sectors larger than the one corresponding to the \(\mathfrak{psl}(2|2)\), excitations, a similar Hopf algebra interpretation is far less direct, if possible at all, given that the length-changing pattern may be wilder than (25).}\]
$S \Delta(C) = S [C \otimes 1 + 1 \otimes C] = S [e^{ip_2} C_{\text{local}} \otimes 1 + 1 \otimes C_{\text{local}}], \quad (27)$

where $C_{\text{local}}$ is the local part of $C$, acting as $C_{\text{local}}|p\rangle = c(p)|p\rangle$. An analogous argument works for $\Delta(C)S$. As $p_2$ naturally pertains to the second space in the tensor product, one is to read off (27) the following coproduct

$$\Delta(C_{\text{local}}) = C_{\text{local}} \otimes e^{ip} + e^{ip} \otimes C_{\text{local}}. \quad (28)$$

Formula (28) is the Hopf-algebra manifestation of the non-triviality of the coproduct. Particle labels 1, 2 being taken care of, one drops the subscript local, entirely encoding the non-locality of the action in the deformed coalgebra structure (28).

A similar coproduct arises for all the other (super)charges of $\operatorname{psl}(2|2)_c$. It is controlled by an additive quantum number $[[A]]$ such that

$$\Delta(J^A) = J^A \otimes e^{[[A]]p} + e^{[[A]]} \otimes J^A, \quad (29)$$

and $\Delta(e^{ip}) = e^{ip} \otimes e^{ip}$. In a convenient frame\footnote{The notion of frame will be expanded upon in the discussion preceding formula (33). However, let us briefly introduce the concept at this point for the convenience of the reader. As the detailed analysis of [152] made precise, changes in the choice of basis (“gauge”) for the scattering states modify the explicit form of the S-matrix, and necessarily of the coproduct. The physical content is however unchanged. That is, these transformations do not change the eigenvalues of the transfer matrix constructed with the S-matrix, and therefore the energies of the spectrum one obtains via the Algebraic Bethe Ansatz procedure. In [152], these “gauge” transformations are seen as acting on the relevant Zamolodchikov-Faddeev operators. Equivalently, these transformations can be interpreted as acting on the coproduct as certain similarity transformations or as twists. They can be non-local from the point of view of the one-particle basis, \textit{i.e.} they can depend on both momenta of the two scattering particles. This feature sets them quite outside the set of innocuous changes of reference basis one normally allows for when dealing with algebra modules. Moreover, as we will display in formula (32) and remark in the related discussion, these twists can lack a matrix representation, and should rather be thought of as acting \textit{via} differential operators. Nonetheless, the essential features of the Hopf algebra that is generated do not change (in particular, one cannot ‘twist away’ the deformation). An appropriate choice of “frame”, or “gauge” (basis), is essential to obtain an S-matrix that solves the traditional Yang-Baxter Equation (YBE, see equation (34) and related discussion), and not a twisted version of it (\textit{i.e.} with extra momentum-dependent phase factors explicitly appearing in the equation). Two important}
easily be shown to be a (Lie) algebra homomorphism. The corresponding counit \( \epsilon \) and antipode \( \Sigma \) are straightforwardly derived from the Hopf algebra axioms, and the whole structure can be proven to define a consistent Hopf algebra. In particular,

\[
\Sigma(\mathcal{J}^A) = -e^{-i[A]|p}\mathcal{J}^A.
\]  

(30)

This antipode is idempotent, i.e. it squares to the identity (in fact, \( \Sigma(e^{ip}) = e^{-ip} \)). The antipode is an anti-involution\(^{30} \) related to crossing symmetry\(^{31} \). Since \([[[\mathcal{H}]]] = 0\), the energy simply changes sign under crossing, but the other central charges have non-zero “\([A]\)” quantum number, and (30) implies that they undergo an additional \( U(1) \) rotation \([27]\).

As anticipated in footnote \( 29 \), (non-local) changes of basis (‘frame’) for the scattering states can make the factors \( e^{i[A]|p} \) appear in different places in the coproduct (possibly with a different power), without significantly changing the fundamental Hopf algebra structure. Some of these non-local changes of basis can be implemented by formally defining an operator \( \mathbb{J} \) such that, for example,

\[
[\mathbb{J}, C] = C.
\]  

(31)

\(^{30}\)This means, \( \Sigma(AB) = (-)^{\text{deg}(A)\text{deg}(B)}\Sigma(B)\Sigma(A) \).

\(^{31}\)Crossing symmetry is usually required in relativistic scattering. In the AdS/CFT case, where the spin-chain / gauge fixed sigma model is non-relativistic, the existence of a charge conjugation map acting on the fundamental representation, and of the associated crossing symmetry of the scattering matrix with scalar factor (relevant for deriving the asymptotic Bethe equations), was a crucial discovery of \([153]\). We also remark that the \( R \)-matrix one associates to the inverse scattering problem and, possibly, to the exact (finite-size) Bethe equations, need not be crossing symmetric. We thank D. Fioravanti for discussions on this point.
In this way, one can show that

\[ C \otimes e^{ip} + 1 \otimes C = e^{i(J \otimes p - p \otimes J)} (C \otimes 1 + e^{ip} \otimes C) e^{-i(J \otimes p - p \otimes J)}. \]  

(32)

In other words, a formal twist can move the length-changing operators \( Z^\pm \) in (25) from the left to the right of the local action of the algebra generators on the spin-chain. Of course, the operator \( J \) will have to do a similar job for all the other generators besides \( C \). This means that \( J \) will have to satisfy additional commutation relations besides and of the type (31). One complication is given by the fact that \( p \) and \( J \) have to be taken to commute with one another in (32), which apparently clashes with (31). A way around this obstacle is found in [147] in one particular frame. In the frame chosen there, in fact, one can express the generator \( J \) in terms of derivatives with respect to other free parameters that label the representation in that particular frame, without the explicit appearance in \( J \) of the derivative with respect to the momentum \( p \). At any rate, one can already see that no four-dimensional matrix can realize (31) for the fundamental representation of the centrally-extended algebra \( psl(2|2)_c \), since \( C \) is proportional to the identity matrix. One should rather use a differential operator to realize \( J \) [147].

In fact, \( J \) is the Cartan element of the \( sl(2) \) algebra of outer automorphisms of \( psl(2|2)_c \), inherited from \( psl(2|2) \) [155]. An explicit description of the action of these automorphisms on the supercharges and on the central charges can be found in [64]. ‘Outer’ means that these automorphisms cannot be written as (anti)commutators of the algebra with particular elements of the algebra itself\(^{33}\). Much in the same way as for the triple central extension, also the presence of a continuous outer automorphism group is peculiar to \( A(1,1) \) amongst all simple basic classical Lie superalgebras.

After reinterpreting the dynamical action of the symmetry algebra in terms of a deformed coproduct, the local (cf. discussion below (28)) representation of the algebra turns out to be a particular atypical representation (see section 6.1 for bound state number \( \ell = 1 \)), parameterized by the values taken by the central charges. This

\(^{32}\)The author thanks Peter Schupp, Jan Plefka and Fabian Spill for an early collaboration on this problem.

\(^{33}\)The matrices corresponding to plus or minus the identity in the associated \( SL(2) \) automorphism group of \( psl(2|2) \) turn out to be actually inner [155].
representation is four-dimensional, and its explicit matrix description also easily follows from the one we will present in section 6.1 for bound states, when restricting to bound state number equal to 1. Strictly speaking, this representation is not highest weight, since there is no state annihilated by all positive roots.

Let us also stress again that the coproducts corresponding to different frames for the spin-chain states give rise to slightly different S-matrices, the main difference among them obviously being various phase factors $e^{ip_{1,2}}$ with various powers appearing in or disappearing from their entries. This ambiguity is no surprise, since, in this context, the S-matrix is ultimately a gauge-dependent quantity (where ‘gauge’ now refers to some original gauge symmetry of the model), unlike the spectrum that one derives from it. For instance, in the worldsheet gauge used in [156], the diagonal entries of the tree-level S-matrix depend explicitly on the gauge parameter. This connection with gauge transformations is also pointed out in [16], this time w.r.t. the SYM theory. The central charges themselves, while vanishing on physical states (cyclic spin-chains), can be seen having an action quite reminiscent of gauge symmetries (here, the familiar gauge transformations one has in any Yang-Mills theory). This may give a clue on how they are ultimately embedded in the symmetry group of AdS/CFT, yet being outside $\mathfrak{psu}(2,2|4)$ [157]. In fact, the relation between the centrally-extended algebra (and its Yangian) emerging from the worldsheet after fixing the light-cone gauge [142], and the original superconformal (Yangian) algebra, is an outstanding problem\textsuperscript{34}. If it is true that one can derive the Bethe Ansatz equations in subsectors from first principles using the S-matrix of the $\mathfrak{psl}(2|z)_c$ algebra (see e.g. the reviews [158, 159]), the celebrated Beisert-Staudacher equations [160] (alias, the Bethe equations for the bigger $\mathfrak{psu}(2,2|4)$ algebra) instead, although tested beyond doubt, still remain a conjecture, and it would be desirable to have an \textit{a priori} derivation\textsuperscript{35}.

The condition of invariance of the S-matrix under the symmetry algebra should be casted in the form (see footnote 21)

$$\Delta^{op} R = R \Delta.$$  \hspace{1cm} (33)

\textsuperscript{34}We thank Tristan McLoughlin for exchanges on this point.

\textsuperscript{35}We thank A. Doikou and D. Fioravanti for discussions on this point, see also the recent [161].
The opposite coproduct $\Delta^{op}$ is defined as $\Delta^{op} = P\Delta$, with $P$ the graded permutation operator $P a \otimes b = (-)^{\text{deg}(a)\text{deg}(b)} b \otimes a$. In a physical picture, if the coproduct acts, say, on in scattering states, its opposite acts on out states, and vice versa. Formula (33) represents the very definition of the $R$-matrix (S-matrix), as the transformation matrix between in and out states. In the theory of quantum groups, the existence of such an object makes the Hopf algebra quasi-cocommutative\(^{36}\). As usual, quasi-cocommutativity represents the similarity between the two representations obtained tensoring two modules using the coproduct or its opposite. The two ways give representations of the same dimension, but these ought not be the same. The relation (33) establishes when the two are similar to each other. The element $R$ is often called the intertwiner between the two tensor product representations. The $R$-matrix for quasi-triangular Hopf algebras satisfies the famous Yang-Baxter equation (YBE), also called ‘star-triangle’ equation:

$$R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12},$$

(34)

where $R_{ij}$ indicates the two spaces on which the $R$-matrix acts in the triple tensor product of representations.

The $\mathfrak{sl}(2) \oplus \mathfrak{sl}(2)$ generators have zero $[[A]]$ quantum number, therefore their coproduct is trivial. This implies that the $R$-matrix intertwining the coproduct (29) is $\mathfrak{sl}(2) \oplus \mathfrak{sl}(2)$-invariant in the traditional sense\(^{37}\), and it can be decomposed as a sum of projectors onto irreducible representations of $\mathfrak{sl}(2) \oplus \mathfrak{sl}(2)$. It also means that the eigenvalues of the Cartan generators of the $\mathfrak{sl}(2) \oplus \mathfrak{sl}(2)$ subalgebra are conserved in the scattering. From the specific form of such matrices in the fundamental representation (and, in general, in all the bound states representations, see section 6) one deduces the conservation of the total numbers of fermionic excitations of type $\theta_3$ and, separately, of type $\theta_4$ in the scattering, in addition to the total number of excitations (bosonic plus fermionic). In this counting, one has to pay attention to the fact that a boson of type $\omega_2$ counts as a pair of fermions $\theta_3 \theta_4$.

\(^{36}\)The prefix quasi indicates that the coproduct would almost be cocommutative, were it not for a similarity transformation represented by the conjugation via the (invertible) $R$-matrix itself, $\Delta^{op} = RAR^{-1}$.

\(^{37}\)I.e., $[[R, \Delta]] = 0$. 
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In the presence of central elements, there is a special consistency requirement one has to consider. Since \( \Delta(C) \) is also central, and \( R \) is invertible,

\[
\Delta^{op}(C) R = R \Delta(C) = \Delta(C) R \quad \implies \quad \Delta^{op}(C) = \Delta(C).
\]  

This can be equivalently stated by recalling the discussion on tensor product representations just above (34). Specifically, since they are Lie algebra homomorphisms, both maps \( \Delta \) and \( \Delta^{op} \) define Lie algebra representations of the same dimension. The defining equation for the (invertible) \( R \)-matrix, namely \( \Delta^{op} = R \Delta R^{-1} \) just tells us that these two representations are related to each other by a similarity transformation. If so, then they have to share the center.

In our case, (35) is guaranteed by the physical requirement

\[
U^2 \equiv \epsilon^{\mu} \mathbb{1} = \kappa C + \mathbb{1}
\]

for a certain constant \( \kappa \) related to the coupling \( g_{YM} \) [16]. Combining (36) with (29), one has in fact (see also [162])

\[
\Delta(C) = C \otimes \mathbb{1} + \mathbb{1} \otimes C + \kappa C \otimes C = \Delta^{op}(C).
\]  

An analogous relation works for \( C^{\dagger} \). These requirements are equivalent to imposing that the total value of the central charges \( C \) and \( C^{\dagger} \) vanishes when the total momentum is set to zero. Vanishing total momentum, in turn, corresponds to periodic boundary conditions, which have to be asked for when dealing with the true single-trace operators of SYM. For two-particle states, vanishing of the total central charges means \( \Delta(C) = \Delta(C^{\dagger}) = 0 \) when \( p_1 + p_2 = 0 \), which is realized by (36), (29).

By interpreting (36) as an algebraic condition linking the central charges to the coproduct-deformation, one ensures (35) holds at the Hopf algebra level. All the axioms of a quasi-cocommutative Hopf algebra are therefore satisfied. We also notice that, even after the change of basis (32), the condition of cocommutativity of the central charges would boil down to the same relation (36).

The S-matrix in the fundamental representation turns out to be completely fixed (apart from an overall scalar phase) by the condition (33). The reason for this fact is that the coproduct (29) for the supercharges (that is, already at the Lie superalgebra
level) is non-trivial. Another reason relates to the irreducibility / indecomposability of the tensor product of two fundamental representations (see section 7).

The coproduct (29) was shown to emerge also from the dual string-theory sigma model. In [156], the result was reproduced by applying the standard Bernard-LeClair procedure [139] to the light-cone worldsheet Noether charges obtained in [142].

Let us give here an alternative semi-classical argument for the emergence of such a deformed coproduct from the worldsheet theory, based on the same type of reasoning presented at the end of section 3.2. The light-cone worldsheet Noether supercharges have a non-local contribution in the worldsheet fields:

\[ J_A = \int_{-\infty}^{\infty} d\sigma J_0^A(\sigma) e^{i[A]} f_{\sigma} d\sigma \partial \chi^-(\sigma). \]  

(38)

This is due to the fact that, although the Noether charges are originally integrals of local densities, the light-cone field \( \chi^- \) is not physical in the gauge chosen, and one should rather use its derivative. If we consider the two well-separated solitonic excitations of Figure 1, the semiclassical action of these charges on such a scattering state is again obtained by splitting the integrals:

\[ J_A|_{\text{profile}} = \int_{-\infty}^{0} d\sigma J_0^A(\sigma) e^{i[A]} f_{\sigma} d\sigma \partial \chi^-(\sigma) + \int_{0}^{\infty} d\sigma J_0^A(\sigma) e^{i[A]} f_{\sigma} d\sigma \partial \chi^-(\sigma) \]

\[ = J_A + e^{i[A]} p \chi^A \rightarrow \Delta(\chi^A) = \chi^A \otimes 1 + e^{i[A]} j \otimes \chi^A, \]

where one has used the definition of the worldsheet momentum in terms of the field \( \chi^- \) applied to the first excitation\footnote{After a non-local change of basis, see the previous discussion.}.

Let us conclude with some further comments on crossing symmetry. From the Hopf-algebra antipode \( \Sigma \) it is easy to derive the so-called ‘antiparticle’ representation

\[ J_A = \int_{-\infty}^{\infty} d\sigma J_0^A(\sigma) e^{i[A]} f_{\sigma} d\sigma \partial \chi^-(\sigma) \]

would produce, with analogous reasonings, the twisted coproduct on the l.h.s. of (32). This alternative expression should correspond to a non-local field redefinition on the worldsheet.
\(\tilde{\Sigma}(\tilde{J}^A) = C^{-1} [\tilde{J}^A]^\dagger C.\) (39)

One denotes with \(M^\dagger\) the supertranspose\(^{40}\) of the matrix \(M\). In the appropriate representation variables (see the definitions for general bound states in (68)) the “tilde” is given by the map

\[x^\pm \rightarrow \frac{1}{x^\mp}.\] (40)

Since \(e^{ip} = e^{ip}\), the map (40) changes sign to the momentum. Indeed, such a map also changes sign to the energy of the particle.

Since the antipode map is a Lie algebra homomorphisms, both the antipode and the supertranspose operation (possibly composed with a transformation of the parameters, such as the tilde operation on the r.h.s. of (39)) define Lie algebra representations of the same dimension. The relation (39) just tells us that these two representations are related to each other by a similarity transformation. One can choose a frame where the charge-conjugation matrix \(C\) has integer entries, and its square is the diagonal matrix\(^{41}\) diag\((1, 1, -1, -1)\) [27].

Those just described are the ingredients entering the crossing-symmetry relations originally written down in [153], where the existence of an underlying Hopf-algebra symmetry of the S-matrix was first conjectured. Such relations naturally follow from (39) combined with the general formula

\[(\Sigma \otimes \mathbb{1}) R = (\mathbb{1} \otimes \Sigma^{-1}) R = R^{-1},\] (41)

where the (invertible) antipode is derived from the coproduct (29).

As we already mentioned in footnote 29, a reformulation in terms of a Zamolodchikov-Faddeev (ZF) algebra has been given in [152]. In the ZF presentation, the basic objects are creation and annihilation operators, whose commutation relations are determined in terms of the S-matrix of the problem. Connections with \(q\)-deformations (at root of unity) have been pointed out in [163–166] ([150]).

\(^{40}\)The supertranspose is defined as \([M^\dagger]_{ij} = (-1)^{\text{deg}(i)\text{deg}(j)}M_{ji}.\) The reason for such definition is that, in this way, one has \([AB]^\dagger = (-1)^{\text{deg}(A)\text{deg}(B)} B^\dagger A^\dagger.\)

\(^{41}\)Wherever applicable and not otherwise specified, we will assume the ordering \((w_1, w_2, \theta_3, \theta_4).\)
Notice that the $R$-matrix we are discussing becomes equal to the identity for equal values of the two momenta. Also, one can show [64, 167] that this $R$-matrix is equivalent to Shastry’s $R$-matrix $R_S$ for the Hubbard model [168] via a spectral-parameter dependent transformation which preserves the Yang-Baxter equation:

$$R_S(\lambda_1, \lambda_2) = G_1(\lambda_1) G_2(\lambda_2) R(\lambda_1, \lambda_2) G_1(\lambda_1)^{-1} G_2(\lambda_2)^{-1}. \quad (42)$$

For more on the relationship with the Hubbard model, see for instance [169, 170]

### 4.2 Yangian symmetry of the S-matrix

The S-matrix in the fundamental representation has been shown to possess $\mathfrak{psl}(2|2)_c$ Yangian-type symmetry [171]:

$$\Delta^{op}(\hat{J}) R = R \Delta(\hat{J}). \quad (43)$$

This can be proved by explicit computation\(^{42}\), given the list of coproducts for all the $\mathfrak{psl}(2|2)_c$ Yangian generators provided in [171]. In order to be a Lie algebra homomorphism, the coproduct should respect (1). Therefore, the structure of the Yangian coproduct has to take into account the deformation in (29). If one requires a minimal modification of (5) in order to accommodate this deformation, one is led to the following formula:

$$\Delta(\hat{3}^A) = \hat{3}^A \otimes 1 + U[[A]] \otimes \hat{3}^A + \frac{1}{2} f_{BC}^{A} \hat{3}^B U[[C]] \otimes \hat{3}^C, \quad (44)$$

where we denote

$$U = e^{ip}.$$

In [171], the list of coproducts for each individual generator, satisfying the above-mentioned compatibility requirement, and following the pattern (44), is explicitly given. The relevant representation of $\hat{3}^A$ is the so-called evaluation representation,

\(^{42}\)One can check the invariance of the S-matrix on a restricted set of generators, as many as they are enough to generate the remaining ones via commutators. Invariance under the remaining generators will then automatically follow. Such minimal set of generators is given, for instance, by a simple root system, as it is used in Drinfeld’s second realization (see section 2.2).
which is obtained by multiplying the level-zero generators by an evaluation (sometimes also called ‘spectral’) parameter. In this case one has

\[ \hat{\mathcal{Y}}^A = u \mathcal{Y}^A = \frac{g}{4i} \left( x^+ + \frac{1}{x^+} + x^- + \frac{1}{x^-} \right) \mathcal{Y}^A, \]  

(45)

for a suitably normalized coupling constant g. The variables \( x^\pm \), parameterizing the fundamental representation, are to be defined in (68). Notice that, in general, not all representations of a Lie algebra \( \mathfrak{g} \) can be extended to evaluation representations of the Yangian, since the Serre relations need to be satisfied (see the general treatment of the Yangian at the beginning of this review, section 2.1).

The reason for (45) is again related to the fact that all the central charges at level one also have a central coproduct and, therefore, ought to be cocommutative, i.e. \( \Delta^{op} (\hat{C}) = \Delta (\hat{C}) \), etc.. This fixes the dependence of the evaluation parameter on the representation labels (up to an additive numerical constant which we have omitted).

It is immediate to notice how the shift automorphism (3) becomes, in the evaluation representation (45), a simple shift of the evaluation parameter by a constant:

\[ u \longrightarrow u + c. \]  

(46)

In two-dimensional relativistic integrable models, the evaluation parameter \( u \) is often interpreted as the particle-rapidity, which is defined in terms of the energy \( E \), momentum \( p \) and mass \( m \) of the particle as

\[ E = mcosh u, \quad p = msinh u. \]  

(47)

The tensor product of Yangian evaluation representations is typically irreducible (as a Yangian representation), except for special values of the spectral parameters. These values usually correspond to singularities of the Yangian rational R-matrix. At these poles, the intertwiner becoming singular means that the coproduct and its opposite are no longer related by similarity, and the tensor product representation becomes reducible (but generically indecomposable) as a Yangian representation. Let us also remark that an evaluation representation is often a representation which has a tail additional to just being the level zero generators multiplied by a spectral parameter, as it has to satisfy the Serre relations. The precise definition of evaluation representations involves a pull-back (evaluation) map, and can be found for instance in [56]. Evaluation representations are very important. For instance, in the case of \( \mathfrak{g}(\mathfrak{sl}(2)) \), every finite-dimensional irreducible representation is isomorphic to a tensor product of evaluation representations, see [56]. The same is not true for bigger Lie algebras, and it is related to the (im)possibility of splitting Drinfeld polynomials into products of minimal ones (we thank C. Young for explanations on this point).
This way, the shift transformation (46) corresponds to a Lorentz boost of the rapidity by an amount $c$ [139].

The antipode reads

$$\Sigma(\hat{\Delta}^A) = -U^{-|[A]|}\hat{\Delta}^A, \quad (48)$$

The traditional ‘tail’ which arises when deriving the antipode from the coproduct (5), namely the tail in $\Sigma(\hat{\Delta}^A) = -\hat{\Delta}^A + \frac{1}{4} f_{BC}^A f_D^{BC} \hat{\Delta}_D$, is absent when deriving (48) from (44) (related to the vanishing of the $\mathfrak{psl}(2|2)_c$ dual Coxeter number via footnote 44).

A special remark concerns the ‘dual’ structure constants $f_{BC}^A$ appearing in (44). They should reproduce the general form (5), and analogous structure constants with all indices lowered should be used to prove the Serre relations (2). However, since the Killing form of $\mathfrak{psl}(2|2)_c$ is zero, one encounters a problem in defining these structure constants. In [171], the quantities $f_{BC}^A$ are explicitly given as a list of numbers, without necessarily referring to an index-lowering procedure$^{44}$.

44An argument was provided in [171], according to which one can make sense of these quantities as dual structure constants in an enlarged non-degenerate algebra, endowed with an invertible bilinear form (see also [147, 172]). This algebra is obtained by adjoining the $\mathfrak{sl}(2)$ automorphism of $\mathfrak{psl}(2|2)_c$ [64, 155] to the algebra of generators. Apart from allowing the inversion of the bilinear form and the determination of $f_{BC}^A$, these extra generators would drop out of the final form of the Yangian coproduct when the latter is applied to the Lie superalgebra generators as in (44).

Another remark concerns the dependence of the spectral parameter $u$ on the representation variables $x^\pm$, or, equivalently, on the eigenvalues of the central charges of $\mathfrak{psl}(2|2)_c$. For simple Lie algebras, the spectral parameter is typically an additional variable one attaches to the evaluation representation. Together with the existence of the shift-automorphism $u \rightarrow u + c$ of the Yangian in evaluation representations, this implies that a Yangian-invariant S-matrix depends only on the difference of the spectral parameters$^{45}$:

$$R = R(u_1 - u_2).$$

45An alternative proof of this fact can be found in [171], based on the form (5) of the coproduct.

Schematically, the Yangian coproduct is of the form $\Delta(\vec{x}) = u_1 x \otimes \mathbb{1} + \mathbb{1} \otimes u_2 x + \text{indep. on } u_{1,2}$. Rewriting it as $\Delta(\vec{x}) = (u_1 - u_2)x \otimes \mathbb{1} + u_2 \Delta(x) + \text{indep. on } u_{1,2}$, and using the fact that $\Delta(x)$ is a symmetry of the S-matrix, one deduces that the S-matrix depends on the spectral parameters only through the combination $u_1 - u_2$. This argument can be easily extended to the case of the deformed coproduct (44), (29) (but of course only as long as one is allowed to consider the spectral parameters as independent
On the other hand, the dependence of $u$ on the variables parameterizing the central extension alters this property, and one does not observe a difference form in the fundamental S-matrix. We will come back to this issue in section 5.5 (see also [173]).

We finally remark that there usually exists a way of reconstructing the (infinite-dimensional) symmetry algebra in a specific representation, from the knowledge of the S-matrix satisfying the Yang-Baxter equation in that representation (see for instance section 8.3 in [152]).

5 The classical $r$-matrix

5.1 From quantum to classical, and return

The form of the Yangian discussed in the previous section closely resembles the standard one, but it also displays several unconventional features. In order to gain a deeper understanding, and according to a well-established mathematical procedure, it is useful to study the problem in certain limits. One important instance, whenever available, is the classical limit, i.e. one studies perturbations of the $R$-matrix around the identity:

$$ R = 1 \otimes 1 + \hbar r + O(\hbar^2), $$

(49)

$\hbar$ being a small parameter. The first-order term $r$ is called the classical $r$-matrix\footnote{Formula (49) can be thought of as a sort of exponential map, see also [174]. In fact, usually $r$ lives in $\mathfrak{g} \otimes \mathfrak{g}$, for $\mathfrak{g}$ a Lie algebra, while $R$ in $U(\mathfrak{g}) \otimes U(\mathfrak{g})$, $U(\mathfrak{g})$ being the universal enveloping algebra of $\mathfrak{g}$. We will be dealing with $r$-matrices depending on spectral parameters, which we simply call $r$-matrices. Those which do not have such a dependence are called constant $r$-matrices. One can usually obtain a constant $r$-matrix by suitably holding the arguments of an $r$-matrix fixed to certain values.}. One can easily prove that, if $R$ satisfies the Yang-Baxter equation (YBE), then $r$ satisfies the so-called classical YBE (CYBE):

$$ [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0. $$

(50)

The notation $r_{ij}$ is the same as in formula (34). In standard situations, it turns out that the study of (50) can bring to a classification of solutions of the YBE itself, and of
the possible quantum group structures underlying such solutions. Let us see how this
works starting with a famous theorem [175, 176].

- **Theorem** (Belavin-Drinfeld I): Consider a finite-dimensional simple Lie algebra \( g \), and
  a solution \( r(u_1, u_2) \) of the CYBE, taking values in \( g \otimes g \). Let such a solution be of dif-
  ference form, \( r = r(u_1 - u_2) \). Furthermore, let one of the following three equivalent
  conditions be satisfied: (i) \( r \) has at least one pole in the complex variable \( \delta u = u_1 - u_2 \),
  and there is no Lie subalgebra \( g' \subset g \) such that \( r \) is an element of \( g' \otimes g' \) for any \( \delta u \),
  or (ii) \( r \) has a simple pole in \( \delta u = 0 \), with residue proportional to \( \sum I_\mu \otimes I_\mu \), \( I_\mu \) be-
  ing a basis in \( g \) orthonormal with respect to a chosen nondegenerate invariant bilinear
  form\(^{47}\), or (iii) the determinant of the matrix \( r_{\mu\nu}(\delta u) \) formed by the coordinates of the
tensor \( r(\delta u) = \sum_{\mu\nu} r_{\mu\nu}(\delta u) I_\mu \times I_\nu \) is not identically zero. Under these requirements,
such a solution satisfies the unitarity condition \( r_{12}(\delta u) = -r_{21}(\delta u) \), and extends
meromorphically to the entire complex \( \delta u \)-plane. All the poles of \( r(\delta u) \) are simple,
and form a lattice \( \Gamma \) in the \( \delta u \)-plane. Furthermore, modulo automorphisms, one has
three possible types of solutions: elliptic (if \( \Gamma \) is a two-dimensional lattice), trigono-
metric (if \( \Gamma \) is one-dimensional), or rational (if \( \Gamma = \{0\} \)).

From the knowledge of the \( r \)-matrix, there is a standard procedure how to con-
struct an associated Lie bialgebra, and obtain a quantization of it. This procedure
involves the so-called ‘Manin triples’ (see for example [72] and references therein).
The term ‘quantization’ has here the mathematical meaning of completing the clas-
sical structure to a quantum group, or, equivalently, to complete a classical \( r \)-matrix
to a solution of the YBE. In the case of integrable systems based on such quantum
groups, this coincides with what physicists understand as quantization, namely, go-
ing from the semiclassical regime to the quantum one\(^{48}\). The associated quantum
group structures emerging from the quantization are, in the three cases described by
the above theorem, elliptic quantum groups (\( \text{dim}(\Gamma) = 2 \)), (trigonometric) quantum

\(^{47}\) Such a residue can be identified with the quadratic Casimir \( C_2 \) in \( g \otimes g \).

\(^{48}\) This is advertised by the following correspondence:

\[
\{A, B\} = \lim_{\hbar \to 0} \frac{[A, B]}{i\hbar}.
\]

In a nutshell, we could say that the theory of integrable systems provides us, in certain standard ex-
amples, with the analytical knowledge of what the r.h.s. of (51) exactly is, as a function of \( \hbar \) (cf. Sklyanin
algebras [11]).
groups \((\dim(\Gamma) = 1)\), and Yangians \((\Gamma = \{0\})\), respectively. Investigations of analogous theorems in the case of superalgebras (and an exposition of some additional subtleties that emerge in that case) can be found in [177–180].

A convenient way of understanding how this quantization procedure works in the case of Yangians is by studying the so-called Yang’s \(r\)-matrix [181]:

\[
r = \frac{C_2}{u_2 - u_1}.
\]

This is the prototypical rational solution of the CYBE. By making use of the geometric series expansion, we can rewrite this \(r\)-matrix as follows:

\[
r = \frac{C_2}{u_2 - u_1} = \frac{\mathcal{J}^A \otimes \mathcal{J}_A}{u_2 - u_1} = \sum_{n \geq 0} \mathcal{J}^A u^n \otimes \mathcal{J}_A u_2^{-n-1} = \sum_{n \geq 0} \mathcal{J}^A \otimes \mathcal{J}_A, -n - 1,
\]

where we have assumed \(|u_1/u_2| < 1\) (the reverse would just switch the two copies of the Yangian in the Yangian double, see the discussion following formula (54)), and we have used the bilinear form \(\kappa_{AB}\) to express the quadratic Casimir in terms of the Lie algebra generators \(\mathcal{J}_A \in \mathfrak{g}\). The above rewriting is necessary in order to be able to attribute the dependence on the spectral parameter \(u_1\) (respectively, \(u_2\)) to operators in the first (respectively, second) space. We will call this procedure “factorization”. This gives the \(r\)-matrix a meaning in terms of tensor products of algebra representations and, at the same time, suggests a universal interpretation. The assignment \(\mathcal{J}^A_n = u^n \mathcal{J}^A\) in (53), in fact, entails the following loop-algebra commutation relations:

\[
[\mathcal{J}^A_m, \mathcal{J}^B_n] = f_{ABC}^m \mathcal{J}^{A}_m+n.
\]

One can check that, with these commutation relations, the classical Yang-Baxter equation is satisfied by \(r = \sum_{n \geq 0} \mathcal{J}^A_n \otimes \mathcal{J}_A, -n - 1\) (cf. (53)) in a purely abstract way (i.e., independently on specific representations of (54)).

It is easy to show that the spans of the generators appearing separately on each factor of \(r\) must form two Lie subalgebras of \(\mathfrak{g}\). The two span subalgebras, together with the original algebra \(\mathfrak{g}\), form a so-called Manin triple. Characterization of these

---

49 Since, by definition of the Casimir \(C_2\), one has \([C_2, \mathcal{J}^A \otimes 1 + 1 \otimes \mathcal{J}^A] = 0 \forall A\), one can easily prove that (52) solves the CYBE.

50 One just needs to use the properties of fractions (or, alternatively, expand the rational \(r\)-matrix near the simple pole at the origin) and impose the CYBE. Namely, if \(r = r_{\mu\nu}(\delta u) J^\mu \otimes J^\nu\), one has that near
subalgebras is an essential prerequisite which the subsequent construction and characterization of the quantum group is based upon.

In order to proceed to the quantization, one then needs to explore the spectral-parameter dependence of the two span subalgebras. The specific decomposition \( (53) \) corresponds to \( \mathfrak{g}[u_1] \otimes \mathfrak{g}[u_2^{-1}] \), where \( \mathfrak{g}[x] \) is the algebra of \( \mathfrak{g} \)-valued polynomials in the variable \( x \). In turn, the loop algebra is nothing else than the ‘classical’ limit of the Yangian \( \mathcal{Y}(\mathfrak{g}) \), the latter being a (quantum) deformation of the former (see section 2.1). Via this example, one can realize how rational solutions of the CYBE, such as \((52)\), give rise to Yangian algebras upon quantization. Namely, the quantized versions of such \( r \)-matrices take values in the tensor product of the Yangian (or, rather, of its double, as we will shortly discuss). It is clearly of the utmost importance to be able to identify and characterize as precisely as possible the Manin triple corresponding to a given \( r \)-matrix, since it provides the germ of the quantization.

One can also notice quite clearly a feature of the Yangian to be. The Yangian on its own does not admit a universal \( R \)-matrix. What one has in mind when searching for a universal \( R \)-matrix is actually the double of the Yangian \( \mathcal{D}\mathcal{Y}(\mathfrak{g}) \). Following Drinfeld, the canonical element \( R = \sum I \otimes e^I \) in the tensor product of the direct and dual copy of the relevant quantum algebra inside the double, is just the universal \( R \)-matrix\(^{51}\). The two copies inside the double are conjugated via a suitable pairing compatible with the Hopf algebra structure, and it is with respect to this pairing that the dual basis \( e^I \) is defined. From the above geometric series expansion we already see that the double of the Yangian conjugates elements with a positive integer level \( n \) the pole \( u_1 = u_2 \) the CYBE reduces to

\[
\frac{c_{\mu\nu}(u_1)}{u_1 - u_2} r_{\rho\lambda}(u_1 - u_3) \left( [p^\mu, p^\rho] \otimes J^\nu \otimes J^\lambda + p^\mu \otimes [p^\nu, p^\rho] \otimes J^\lambda \right) = 0,
\]

for some residual function \( c_{\mu\nu}(u_1) \). This implies in particular

\[
[p^\mu, p^\rho] = f^{\mu\rho}_\lambda J^\lambda
\]

for some constants \( f^{\mu\rho}_\lambda \). In [175], the Jacobi identity is shown, which proves that the two spans discussed above form Lie subalgebras of \( \mathfrak{g} \).

\(^{51}\)The double construction is very general, and it is in fact the standard way to derive universal \( R \)-matrices for quasi-cocommutative Hopf algebras (possibly followed by a suitable identification procedure performed on the two copies of the double, like in the case of quantized Lie algebras).
to elements of the opposite copy of the Yangian, labeled by a ‘negative integer level’ $-n-1$ [182].

It is hard to overestimate the importance of the classical $r$-matrix in the theory of integrable systems. Most notably, the classical $r$-matrix controls the Poisson brackets of the $L$-operators in the inverse scattering method (Sklyanin bracket), and it appears in the theory of Poisson-Lie groups. A large literature is devoted to its properties, see for instance [10, 11, 56] and references therein.

A final remark concerns another theorem [183]:

- **Theorem** (Belavin-Drinfeld II): With the hypothesis of Belavin-Drinfeld I theorem, let $r$ not be of difference form, but the dual Coxeter number of $g$ be non-zero. Then, there exists a change of variables that reduces $r$ to a difference form.

### 5.2 The classical $r$-matrix of $\mathfrak{psl}(2|2)_c$

In the case of the S-matrix found in [16], the parameter controlling the classical expansion is naturally associated with the inverse of the suitably normalized coupling constant $g$:

$$R = 1 \otimes 1 + \frac{1}{g} r + O\left(\frac{1}{g^2}\right).$$

The unitary classical $r$-matrix $r$ is identified with the tree-level string scattering matrix computed in [156]. The following parameterization [184] of the variables $x^\pm$ (satisfying the non-linear constraint (68)) makes it easier to take the classical limit:

$$x^\pm(x) = x \left[1 - \frac{1}{g^2(x - \frac{1}{x})^2}\right] \pm \frac{ix}{g(x - \frac{1}{x})} \to x.$$  

The limit is taken by sending $g$ to $\infty$, while keeping $x$ fixed. The quantity $x$ can therefore be interpreted as an unconstrained ‘classical’ variable. This classical limit was studied in [154]. It is clear from section 5.1 that the main target is to give a precise characterization of the algebra the $r$-matrix takes values in, as the quantization of this algebra can reveal the full quantum symmetry of the S-matrix.

The fundamental representation of $\mathfrak{psl}(2|2)_c$ tends, in the classical limit, to a certain representation of $\mathfrak{psl}(2|2)_c$, with generators parameterized by $x$. The classical
The classical $r$-matrix $r = r(x_1, x_2)$ is not of difference form. This, together with (and related to) the fact that we are dealing with a non-simple Lie superalgebra (with vanishing dual Coxeter number), immediately makes the application of Belavin-Drinfeld type of theorems not possible.

However, one can get an inspiration from those standard results. The classical $r$-matrix has a simple pole at the origin $x_1 - x_2 = 0$, which consistently fits into the picture of an underlying Yangian symmetry. An easy exercise shows that the residue of a solution of the CYBE at such a simple pole must be an invariant of the tensor product algebra $g \otimes g$, if $r \in g \otimes g$. This means that, if the two span subalgebras coincide with $g$ itself, one has to have $[\text{residue}, \mathfrak{g}^A \otimes 1 + 1 \otimes \mathfrak{g}^A] = 0 \forall A$. Close investigation reveals that the residue of the classical $r$-matrix at the pole $x_1 - x_2 = 0$ is actually the Casimir $C_2$ of the Lie superalgebra $\mathfrak{gl}(2|2)$:

$$C_2 = \sum_{i,j=1}^{4} (-)^{\text{deg}(j)} E_{ij} \otimes E_{ji},$$

(57)

with $E_{ij}$ being the unit-matrices with all zeros but 1 in position $(i, j)$, and $\text{deg}(j)$ being once again the fermionic grading of the index $j$. One observes that, in absence of a quadratic Casimir for $\mathfrak{psl}(2|2)_c$, the classical $r$-matrix displays on the pole (with a somewhat rough terminology, we will say it ‘borrows’) the quadratic Casimir of a bigger algebra. Indeed, $\mathfrak{gl}(2|2)$, the algebra of $2|2 \times 2|2$ matrices, is obtained by adjoining to $\mathfrak{sl}(2|2)$ the non-supertraceless Cartan element

$$\mathbb{B} = \text{diag}(1, 1, -1, -1).$$

(58)

For this bigger algebra, a non-degenerate form exists and the quadratic Casimir can be constructed$^{53}$. However, one cannot conclude from here that the quantum symmetry algebra includes $\mathfrak{gl}(2|2)$ with a trivial coproduct for $\mathbb{B}$. In fact, $\Delta(\mathbb{B}) = \mathbb{B} \otimes 1 + 1 \otimes \mathbb{B}$ is not a symmetry of the S-matrix. The classical $r$-matrix has a “tail” (I. Cherednik,

---

$^{52}$To be more precise, the residue must be an invariant of the two span subalgebras singled out by the two factors of $r$, which have been discussed in footnote 50. One just collects $c_{\mu \nu}(u_1) I^\mu \otimes I^\nu$ as the residue, and invariance follows directly from the first equation in footnote 50.

$^{53}$Let us remark that, consistently with (a supersymmetric version of) the Belavin-Drinfeld II theorem, on the pole of the classical $r$-matrix (and only there) one can find a change of variables to a difference form [154].
private communication), corresponding to amplitudes in the quantum R-matrix which violate this symmetry (see the discussion concerning the secret symmetry in section 5.4).

Nevertheless, this property of ‘borrowing’ is reminiscent of a prescription well known in the theory of quantum groups, due to Khoroshkin and Tolstoy [84, 182]. The universal R-matrix for the Yangian double based on a simple Lie (super)algebra \( g \) can very schematically be written as

\[
R = \prod_{\text{roots}} e^{\xi^+ \otimes \xi^-} e^{a_{ij} \kappa^i \otimes \kappa^j} \prod_{\text{roots}} e^{\xi^- \otimes \xi^+},
\]

with \( \xi^\pm \) positive (resp., negative) roots of \( g \), \( \kappa \) Cartan generators and \( a_{ij} \) the corresponding (non-degenerate) Cartan matrix (cf. section 2.2). Whenever \( a_{ij} \) is degenerate, as for \( \mathfrak{psl}(n|n) \), the prescription is to adjoin to the Cartan subalgebra as many extra Cartan generators as they are needed to reach a non-degenerate Cartan matrix. At that point, one can take the inverse of \( a_{ij} \). All the extra Cartan elements will therefore appear in the exponent of (59). One could then expect that, if a universal R-matrix exists for the AdS-CFT problem at hand, and if it has to be of the Khoroshkin-Tolstoy type, an extra Cartan element such as \( \mathfrak{B} \) has to come into play. The question is how to consistently embed this new generator in the (classical and quantum) Yangian symmetry algebra of the S-matrix.

We notice that the Lie superalgebra \( \mathfrak{gl}(2|2) \) already appeared at one-loop in gauge theory. When the coupling \( g \) goes to zero, in fact, the R-matrix becomes a twisted version of

\[
R_{\text{1-loop}} \sim 1 \otimes 1 + \frac{C_2}{u_1 - u_2},
\]

(namely, a quantum R-matrix of the so-called Yang’s type, see [185–188] for the \( \mathfrak{gl}(1|1) \) case), with \( C_2 \) the quadratic Casimir of \( \mathfrak{gl}(2|2) \otimes \mathfrak{gl}(2|2) \) (see, for instance, [27]). Because of the twist, the difference form is lost even in the one loop limit.

Note. The function defined by the eigenvalue of the universal R-matrix \( R \) acting on the highest weight of a highest weight tensor product irreducible representation \( \rho \) is called the character of \( R \) in \( \rho \) [84, 182], and it is related to the overall scalar factor that the universal R-matrix produces when evaluated in that representation (see also [188]).
5.3 Universal formulations

In order to gain understanding of the role of the new generator $\mathcal{B}$, one may try a factorization procedure, analogous to the example of Yang’s classical $r$-matrix in section 5.1. In the present case, the expression of $r$ is more complicated than in Yang’s example, and one has to work harder to find a suitable ‘geometric-like’ series expansion which factorizes it. A first proposal [189] was later seen to work only for the fundamental representation, while it fails to reproduce the bound state classical $r$-matrix [190]. Nevertheless, this proposal had the merit of showing how the new generator $\mathcal{B}$ could be allocated in an expression not much dissimilar from Yang’s form.

We report the expression found in [189] with the sole purpose of displaying the new generator (and its hypothesized higher loop-algebra/Yangian partners). With a proper regularization and resummation, one has

$$r = \sum_{n \geq 0} G^a_{\alpha, n} \otimes \hat{G}^a_{\alpha, -n-1} - Q^a_{\alpha, n} \otimes \hat{H}^a_{\alpha, -n-1} + B^a_n \otimes \hat{B}^a_{-n-1} + \hat{B}^a_n \otimes \hat{H}^a_{-n-1}$$

$$+ (\hat{L}^a_{\alpha, n} \otimes \hat{L}^b_{\alpha, -n-1} - \hat{L}^b_{\alpha, n} \otimes \hat{L}^a_{\alpha, -n-1}) - (\hat{R}^a_{\beta, n} \otimes \hat{R}^b_{\beta, -n-1} - \hat{R}^a_{\beta, -n-1} \otimes \hat{R}^b_{\beta, n}).$$

We will not report here the explicit expressions of the generators appearing in this rewriting as functions of the classical variable $x$ (56).

One useful thing to notice is that the Cartan part of the above expression corresponds to a $\mathfrak{gl}(2|2)$ Cartan matrix such that (cf. (59))

$$a_{ij}^{-1} \kappa^i \kappa^j = 4H^2 + L^2 - R^2.$$ 

(61)

The new generator $\mathcal{B}$ is needed to perform the factorization, and, precisely as in $\mathfrak{gl}(2|2)$, it couples to the central charge $H$ (here seen as the magnon energy). Another feature of this proposal is the formula $B_n = \frac{1}{4}(x^n - x^{-n}) \text{diag}(1, 1, -1, -1)$ [189]. One notices that $B_0$ vanishes, which in this representation may be related to the absence of a Lie algebra symmetry of the S-matrix of type $\mathcal{B}$ (with trivial coproduct, cf. section 5.2). However, one can see from this proposal how (higher Yangian) generators $\mathcal{B}$ of $\mathfrak{gl}(2|2)$-type are needed in order to reach a universal formula. This will be a consistent feature of all subsequent attempts at factorization (including in the so-called near flat space limit, see the Conclusions). The natural question is whether such symmetries can be found for the quantum S-matrix of [16].

Before answering this question, we present another proposal of factorization of the classical $r$-matrix [191], which has been shown to reproduce the classical limit of the bound state S-matrix as well [61, 192]. One can show that the same $r$-matrix can
in fact be rewritten as
\[
    r = \frac{\mathcal{J} - \tilde{B} \otimes H - H \otimes \tilde{B}}{i(u_1 - u_2)} - \frac{i}{iu_2} + \frac{H \otimes \tilde{B} - 
\tilde{B} \otimes H}{\frac{2\text{lim}(x)}{iu_1 - u_2}},
\]
\[
    \mathcal{J} = 2 \left( R_\alpha^a \otimes R_\beta^a - L_a^b \otimes L_a^b + G_\alpha^a \otimes Q_\alpha^a - Q_\alpha^a \otimes G_\alpha^a \right),
\]
\[
    \tilde{B} = \frac{1}{4 \varepsilon_{\text{lim}}(x)} \text{diag}(1, 1, -1, -1).
\]  

The variable \( u \) appearing in the above formulas is the classical limit of the ‘quantum’ evaluation parameter \( u \) in (45), appropriately rescaled by the coupling constant to make it finite. Also, all generators are taken in their classical limit (cf. section 5.2), and \( \varepsilon_{\text{lim}}(x) \) is the classical limit of the energy eigenvalue \( \varepsilon(p) \) in (25).

As one can see, one of the main advantages of (62) resides in its being quite close to Yang’s form. All classical Yangian generators are simply obtained as \( \mathfrak{J}_n = u^n \mathfrak{J} \) after factorizing via the geometric series expansion. In these way, \( r \) can be casted in terms of infinite sums of abstract generators directly as in (53). These generators, together with the abstract factorized form of \( r \) one obtains, can be shown to originate a consistent Lie bialgebra structure [191]. This structure certainly deserves further study. In particular, its quantization is a fascinating open problem. A very important feature is that \( \tilde{B}_0 \) lives in the opposite copy of the classical double with respect to the copy the level-zero \( \mathfrak{psl}(2|2)_c \) generators live in.

We end this section by referring to interesting studies of the classical \( r \)-matrix and of the \( r,s \) non-ultralocal structure of the \( \mathfrak{psu}(2,2|4) \) sigma-model [193–200]. It is still an open question how to relate these studies to the results for \( \mathfrak{psl}(2|2)_c \) which we have described here. Interesting connections to quantum deformations and the Hubbard model can be found in [201].

5.4 The ‘secret symmetry’

The answer to the question posed in the previous section, namely, whether there exist quantum symmetries of type \( \mathbb{B} \), turns out to be in the affirmative. One can in fact prove that the full quantum S-matrix is invariant under the following exact symmetry, found in [202] and shortly afterwards confirmed in [191]:
\[
\Delta(\hat{B}) = \hat{B} \otimes 1 + 1 \otimes \hat{B} + \frac{i}{2g}(G_\alpha^a \otimes Q_\alpha^a + Q_\alpha^a \otimes G_\alpha^a),
\]
\[
\Sigma(\hat{B}) = -\hat{B} + \frac{2i}{g} H,
\]
\[
\hat{B} = \frac{1}{4}(x^+ + x^- - 1/x^+ - 1/x^-) \text{diag}(1, 1, -1, -1). \quad (63)
\]
There is a similar symmetry for all symmetric bound state representations [192]. The coproduct above is somehow reminiscent of a level-one Yangian symmetry (cf. (5)), in particular if one thinks of $B$ as the generator ‘dual’ to $H$ (in the sense of section 4.2). One can also notice the similarity with the coproduct of the analogous generator in the $gl(1|1)$ Yangian, see [185]. The eigenvalues of $B$ are consistent with (both) the classical limits $B_1$, $\tilde{B}_1$ described in the previous section, in their respective normalizations. By commuting the secret symmetry with the (level-zero) supersymmetries, one generates new types of Yangian supercharges [202], which are automatically exact symmetries of the S-matrix. These new supersymmetries act on bosons and fermions with two different spectral parameters, respectively, much like the charges of the classical proposal of [189]. The commutant of all these symmetries turns out to be quite a wild-looking algebra, and it has been so far rather hard to characterize this commutant in any more specific way.

We stress that there is no “level zero” analog of the Yangian charge we have discussed in this section. With a trivial coproduct (as expected from a Cartan generator), a matrix like $\text{diag}(1, 1, -1, -1)$ is simply not a symmetry of the S-matrix. The reason is that there exists a non-zero amplitude for two fermions going into two bosons, and vice versa [16].

The appearance of a symmetry generator starting from the first Yangian level on, even if reinterpreted as an “indentation” in the juxtaposition of the two copies of the Yangian inside the Yangian double (as it seems to emerge from [191] where $B_0$ is attributed to the ‘negative’ copy), remains to date quite a bizarre and new phenomenon.

5.5 Remarks on the difference form

Let us conclude with a few remarks concerning the (absence of) difference form, as mentioned in section 4.2 (for illuminating insights on this point, we urge the reader
to consult [173]).

First, the most promising proposal available for the classical $r$-matrix [191], described in section 5.3, displays an explicit dependence on the spectral parameters which is almost purely of difference form. The non-difference form is mostly encoded in the classical representation labels $x_{ilm}^\pm(u)$ appearing in the symmetry generators\(^{54}\).

Moreover, Drinfeld’s second realization (cf. section 2.2) for the $\mathfrak{psl}(2|2)_c$ Yangian discussed in section 4.2 has been obtained in [203], together with the suitable evaluation representation. This has been done for an all-fermionic Dynkin diagram\(^{55}\). As common in Drinfeld’s second realization, different generators come equipped with different spectral parameters: $\kappa_{j,n} = (u + c_j)^n \kappa_{j,0}$, $\xi_{j,n}^\pm = (u + c_j)^n \xi_{j,0}^\pm$. In this case, the coefficients $c_j$ depend on the representation labels $x^\pm$. The map between the first and second realization of the $\mathfrak{psl}(2|2)_c$ Yangian has a form very similar to the standard expression (or, rather, to its natural graded analog), although there are a few differences. In some sense these differences could be related to the following fact. In the strict mathematical sense, odd roots of the Lie superalgebra $\mathfrak{psl}(2|2)$ are simultaneously positive and negative [205].

The second realization given in [203] indeed possesses a shift-automorphism $u \to u + \text{const}$, which normally guarantees the difference form of the S-matrix. This corroborates the idea that one may be able to achieve a rewriting of the quantum S-matrix where the dependence on $u_1$ and $u_2$ is purely of difference form, the rest being taken care of by suitable combinations of the algebra generators\(^{56}\). Via this rewriting, one would expect it to become manifest that the S-matrix is the result of evaluating a hypothetical Yangian universal R-matrix in this particular representation (see also [188, 207]). This expectation seems to be consistent with independent

\(^{54}\)When dealing with Lie superalgebras and their representations, let alone with central extensions thereof, this dependence is ultimately not surprising. We thank P. Sorba for discussions about this point.

\(^{55}\)It would be interesting to do the same for distinguished Dinkyn diagrams, which have in this case only one fermionic simple root. We thank Fabian Spill for exchanges on this point, see also [204].

\(^{56}\)In the fundamental representation, such a rewriting has been shown to be possible in [206]. The resulting expression is vaguely reminiscent of what a Khoroshkin-Tolstoy type of formula (59) (or some natural quantization of the classical $r$-matrix (62)) would look like in this representation.
studies concerning the relationship with the exceptional\textsuperscript{57} Lie superalgebra $\mathfrak{D}(2, 1; \epsilon)$ [16, 209, 210]. Furthermore, this idea appears to be corroborated by the explicit form of the bound state S-matrix, which we discuss in the next section. However, we will found out later (when dealing with long representations, see section 7) that the situation is actually more complicated than what is suggested by these expectations.

6 The bound state S-matrix

The discussion of the previous section highlights the importance of investigating the structure of the S-matrix for generic representations of $\mathfrak{psl}(2|2)_c$. One motivation is related to the issue of the existence of a universal R-matrix. Another motivation is understanding the role the Yangian and the secret symmetry have to play in the algebraic solution to the spectral problem. There is also a more stringent need of constructing S-matrices in more complicated representations, which has to do with computing finite-size corrections to the energies. A guiding criterion to attack the finite-size problem is suggested by the TBA approach. The TBA maps the model on a finite circle to a \textit{mirror} model defined on an infinite line at finite temperature. In the mirror theory, one can meaningfully speak of asymptotic states and S-matrices, only one needs to know all the possible bound state S-matrices. This idea goes back to [211], and, in the context of AdS/CFT, it has been discussed in [212] and developed in [27] (for a review, see [65]).

According to this philosophy, it becomes crucial to have a concrete realization of the bound state S-matrices. Usually, these can be \textit{bootstrapped} once the S-matrix of fundamental constituents is known [58, 213]. However, the present case is more complicated. Bound state representations appear in the tensor product of two fundamental representations. Such tensor product is generically irreducible, but at some special values of the momenta it becomes reducible but still indecomposable. For such values of the momenta a bound state is exchanged in the direct channel, and its

\textsuperscript{57}$\mathfrak{psl}(2|2)_c$ can be obtained by Inönü-Wigner contraction of $\mathfrak{D}(2, 1; \epsilon)$, when one sends $\epsilon$ to $-1$ and suitably scales the algebra generators with $\epsilon$ in the limit. For this reason, sometimes in the mathematical literature $\mathfrak{psl}(2|2)_c$ is indicated with the symbol $\mathfrak{D}(2, 1; -1)$. For work related to Drinfeld’s second realization of the quantum affine supergroup associated to $\mathfrak{D}(2, 1; \epsilon)$ see also [208].
representation fills one of the two blocks in which the indecomposable tensor product re-organizes itself. As a vector space, its polarizations correspond to the symmetrization of the fundamental states, and the representation is dubbed symmetric in the same sense as in footnote 21. The other block/representation, as we will discuss at length in section 7, is the antisymmetrized version, and it actually corresponds to a physical bound state particle not of the original string theory, but of the mirror model [27].

The fundamental S-matrix does not reduce to a projector on the bound state pole. In fact, the S-matrix is lower rank on the pole, and the structure would be the correct one for projecting onto the bound state representation, but the residue does not square to itself. This fact prevents a straightforward application of the so-called fusion procedure to build the bound state S-matrix starting from the fundamental one\textsuperscript{58}.

\textsuperscript{58}Roughly speaking, since the bound state is in the symmetric representation, one may think of tensoring two fundamental S-matrices and symmetrizing (see also [91, 214]). Curiously, a quite ‘practical’ fusion procedure is at work in the Bethe equations and transfer matrix eigenvalues for bound states. The basic mechanism seems to be as follows. One observes the concatenation of objects of the form (say, for two excitations)

\[ e^{-ip_1 \frac{x_1^+ - y}{x_1 - y}} e^{-ip_2 \frac{x_2^+ - y}{x_2 - y}}. \]

On the bound state pole \( x_1^+ = x_2^+ \), therefore one obtains from the above

\[ e^{-i(p_1 + p_2) \frac{x_2^+ - y}{x_1 - y}}. \]

Notice now that \( p_1 + p_2 \) is the total (bound state) momentum. Also, summing together the fundamental constraints (see the last formula in (68))

\[ x_1^+ + \frac{1}{x_1^+} - x_1^- - \frac{1}{x_1^-} = \frac{2i}{g}, \]
\[ x_2^+ + \frac{1}{x_2^+} - x_2^- - \frac{1}{x_2^-} = \frac{2i}{g}, \]

and using the bound state condition, one obtains

\[ x_2^+ + \frac{1}{x_2^+} - x_1^- - \frac{1}{x_1^-} = \frac{4i}{g}. \]

This means that the ‘fused’ block (64) has the same form as the fundamental ones, but with variables satisfying the bound state constraint. The author thanks M. de Leeuw for explanations. For the case of the dressing phase (see formula (74) and subsequent text), something similar is going on, although a careful treatment is needed to properly take into account crossing and the ‘direct versus mirror’ region of the momenta, see [215]. For S-matrices and Bethe wave functions, as we were pointing out, the concatenation is not so straightforward. See section 7 for more details.
The most practical way to construct the S-matrix for bound states seems to be a direct derivation from the invariance under the symmetry algebra in each bound state representation. This becomes rapidly quite cumbersome [67] (see also [216–218] in similar contexts). Moreover, the algebra does not uniquely fix the S-matrix (up to a scalar factor) when the bound state number increases, and one needs to resort to the YBE, or, as shown in [192], to Yangian invariance. The Yangian ultimately provides the solution to this complicated problem, since it allows to uniquely determine the S-matrix for arbitrary bound state numbers, as done in [61] and as we will now discuss.

Notice that the bound state S-matrices now satisfy also mixed Yang-Baxter type equations as the bound state number increases, corresponding to three-particle scattering involving bound states with different bound state numbers, see e.g. [67].

6.1 Bound state formalism and S-matrix structure

The bound state representations are atypical (short) completely symmetric representations of dimension \(4\ell, \ell = 1, 2, \ldots\). They are all BPS, and indeed their dispersion relation is the shortening condition for representations of \(\mathfrak{psl}(2|2)\). This guarantees their stability as particles in the asymptotic spectrum, and allows us to develop their scattering theory.

All these representations extend to evaluation representations of the Yangian, with an appropriate evaluation parameter \(u\) (75) [192]. A convenient realization is given in terms of differential operators acting on the space of degree \(\ell\) polynomials (superfields) in two bosonic \((w_a, a = 1, 2)\) and two fermionic \((\theta_{\alpha}, \alpha = 1, 2)\) variables. This realization is only possible for symmetric representations, where, for instance, one symmetrizes two fundamentals in the bosonic polarization as

\[
w_1 \otimes w_1, \quad \frac{1}{2}(w_1 \otimes w_2 + w_2 \otimes w_1), \quad w_2 \otimes w_2
\]

(67)

(analogously, one antisymmetrizes the fermionic polarizations). (67) can indeed be interpreted in terms of the polynomials \(w_1^2, w_1 w_2, w_2^2\). In the antisymmetric representation, one would for instance have the combination \(w_1 \otimes w_2 - w_2 \otimes w_1\), and the corresponding polynomial would simply be zero. All the details about this formal-
ism, and on the derivation of the bound state S-matrix that will be sketched in the rest of this section, can be found in [61].

We report here the algebra action on superfields of degree $\ell$ (number of bound state constituents) [67]:

$$\Phi_\ell = \phi^{a_1\ldots a_r} w_{a_1}\cdots w_{a_r} + \phi^{a_1\ldots a_r} w_{a_1}\cdots w_{a_{r-1}} \theta_a + \phi^{a_1\ldots a_r \alpha \beta} w_{a_1}\cdots w_{a_{r-2}} \theta_a \theta_\beta,$$

\[\mathbb{H}_a = \frac{\delta}{\delta w_a} - \frac{1}{2} \delta^b \frac{\delta}{\delta w_b}, \quad \mathbb{R}_a = \theta_a \frac{\delta}{\delta \theta_\beta} - \frac{1}{2} \delta^b \theta_\beta \frac{\delta}{\delta \theta_b}, \quad \mathbb{C}_a = \alpha \frac{\partial}{\partial \theta^\alpha} + \beta \frac{\partial}{\partial \theta^\beta}, \quad \mathbb{H} = (ad + bc) \left( \frac{\partial}{\partial w_a} + \theta_a \frac{\partial}{\partial \theta_a} \right), \quad (68)\]

\[a = \sqrt{\frac{g}{2\ell}} \eta, \quad b = \sqrt{\frac{g}{2\ell}} \frac{i}{\eta} \left( \frac{x^+}{x} - 1 \right), \quad \eta = e^{i\frac{\pi}{4}} \sqrt{ix^- - ix^+}, \]

\[c = -\sqrt{\frac{g}{2\ell}} \frac{\eta}{x^+}, \quad d = \sqrt{\frac{g}{2\ell}} \frac{i}{\eta} \left( 1 - \frac{x^-}{x^+} \right), \quad x^+ + x^- = \frac{2i\ell}{g}. \]

Intuitively, a bound state composed of a definite number of bosons of type 1 and 2, and a definite number of fermions of type 3 and 4, corresponds to an ordered monomial made out of those same numbers of bosonic $w_1$, $w_2$ and fermionic $\theta_1$, $\theta_4$ variables, respectively.

We also report the $su(2) \oplus su(2)$ block-diagonal structure of the S-matrix, ensuing from the fact that the coproduct is trivial on $su(2) \oplus su(2)$:

Case I $(i), (ii)$: $2 \times \ell_1 \ell_2$ vectors $\in V^I$ ($(i), (ii)$ for $\alpha = 3, 4$ resp.)

\[|k,l\rangle^I_1 = \theta_a w_1^{l_1 - k - 1} w_2^{l - 1 - l_2} \theta_1 v_1^{l_1 - l - 1} v_2^l. \quad (69)\]

Case II $(i), (ii)$: $2 \times 4 \ell_1 \ell_2$ vectors $\in V^II$ ($(i), (ii)$ for $\alpha = 3, 4$ resp.)

\[|k,l\rangle^II_1 = \theta_a w_1^{l_1 - k - 1} w_2^{l - 1} \theta_1 v_1^{l_1 - l - 1} v_2^l, \]

\[|k,l\rangle^II_2 = \theta_4 w_1^{l_1 - k - 1} w_2^{l} \theta_1 v_1^{l_1 - l - 1} v_2^l, \]

\[|k,l\rangle^II_3 = \theta_a w_1^{l_1 - k - 1} w_2^{l} \theta_1 \theta_4 v_1^{l_1 - l - 1} v_2^{l - 1}, \]

\[|k,l\rangle^II_4 = \theta_4 \theta_4 w_1^{l_1 - k - 1} w_2^{l} \theta_1 v_1^{l_1 - l - 1} v_2^l. \quad (70)\]
Case III: $6 \ell_1 \ell_2$ vectors $\in V^{\text{III}}$

\[
[k, l]_{1}^{\text{III}} = w_1^{\ell_1-k} w_2^{\ell_2-l} v_1^{\ell_1-l} v_2^{\ell_2-l},
[k, l]_{2}^{\text{III}} = w_1^{\ell_1-w_2^{\ell_2-k}} v_1^{\ell_1-l} v_2^{\ell_2-l},
[k, l]_{3}^{\text{III}} = \theta_3 \theta_4 w_1^{\ell_1-k} w_2^{\ell_2-k} v_1^{\ell_1-l} v_2^{\ell_2-l},
[k, l]_{4}^{\text{III}} = \theta_3 \theta_4 w_1^{\ell_1-k} w_2^{\ell_2-k} v_1^{\ell_1-l} v_2^{\ell_2-l},
[k, l]_{5}^{\text{III}} = \theta_3 \theta_4 w_1^{\ell_1-k} w_2^{\ell_2-k} v_1^{\ell_1-l} v_2^{\ell_2-l},
[k, l]_{6}^{\text{III}} = \theta_3 \theta_4 w_1^{\ell_1-k} w_2^{\ell_2-k} v_1^{\ell_1-l} v_2^{\ell_2-l}.
\]  

(71)

\[
R = \begin{pmatrix}
X & Y & 0 \\
0 & L & Y \\
0 & Y & X
\end{pmatrix},
\]  

(72)

$\mathcal{X} : V^{\text{I}} \rightarrow V^{\text{I}}$, $\mathcal{Y} : V^{\text{II}} \rightarrow V^{\text{II}}$

\[
[k, l]_{j}^{\text{I}} \mapsto \sum_{m=0}^{k+l} \mathcal{X}^{k,l}_{m} |m, k + l - m\rangle,
[k, l]_{j}^{\text{II}} \mapsto \sum_{m=0}^{k+l} \mathcal{Y}^{k,l}_{m} |m, k + l - m\rangle^{\text{II}},
\]

\[
\mathcal{X} : V^{\text{III}} \rightarrow V^{\text{III}}
[k, l]_{j}^{\text{III}} \mapsto \sum_{m=0}^{k+l} \mathcal{X}^{k,l}_{m} |m, k + l - m\rangle^{\text{III}}.
\]  

(73)

We recall that the full S-matrix consists of two copies of the above matrix times the square of the following factor\(^\text{59}\) [67, 219, 220]

\[
S_0(p_1, p_2) = \left( \frac{x_1^2}{x_1} \right)^{\ell_2} \left( \frac{x_2^2}{x_2} \right)^{\ell_1} \sigma(x_1, x_2)
\times \sqrt{G(\ell_2 - \ell_1)G(\ell_2 + \ell_1) \prod_{q=1}^{\ell_1-1} G(\ell_2 - \ell_1 + 2q)},
\]  

(74)

\(^\text{59}\) As usual, the overall scalar factor is essential to determine the physical poles of the S-matrix.
\[ G(\ell) = \frac{u_1 - u_2 + \ell}{u_1 - u_2 - \frac{\ell}{2}}, \quad u = \frac{g}{4i} \left( x^+ + \frac{1}{x^+} + x^- + \frac{1}{x^-} \right). \]  

(75)

\( \sigma(x_1, x_2) \) is the so-called ‘dressing phase’ [221, 222]. The square of the last factor in (74) is related to the so-called anomalous thresholds [223]. These are peculiar double-poles occurring in two-dimensional scattering, corresponding to two intermediate bound states \( \ell_2 + q \) and \( \ell_2 - q \), \( q = 1, \ldots, \ell_1 - 1 \), that go on-shell. Instead, the square-roots clearly produce (after squaring) regular (or, with abuse of terminology, physical) \( s \)- (at bound state number \( \ell_2 + \ell_1 \)) and \( t \)- (at bound state number \( \ell_2 - \ell_1 \)) channel poles.

### 6.1.1 Case I

We present the derivation of the S-matrix only for Case I states, in order to exemplify how the Yangian is used to uniquely fix the expression for the entries. The other two cases are obtained from Case I, by using the fact that Case II and III vectors are related to Case I vectors by application of \( \Delta(J^A) \), \( \Delta(\hat{J}^A) \), for suitable combinations of supersymmetry generators \( J^A \) and \( \hat{J}^A \).

The exact solution for Case I is given as follows. First, one defines a ‘vacuum’

\[ |0\rangle \equiv w_1^{\ell_1} v_1^{\ell_2} \in V^{\text{III}} \]

such that \( R|0\rangle = |0\rangle \), and then one uses the fundamental relation \( \Delta^{op} R = R \Delta \) to determine the action of \( R \) on the vector \( |0,0\rangle^1 \) (69):

\[ R|0,0\rangle^1 = \frac{R\Delta(Q_1^A)\Delta(G_4^A)|0\rangle}{(a_2c_1 - a_1c_2)\ell_1\ell_2} = \frac{\Delta^{op}(Q_1^A)\Delta^{op}(G_4^A)R|0\rangle}{-x_1^+ - x_2^- e^{i\theta} x_1^+-x_2^- e^{i\theta} |0,0\rangle^1} \equiv \varphi|0,0\rangle^1. \]  

(76)

One can generate the entire Case I from \( |0,0\rangle^1 \), using Yangian charges:

\[ |k,\ell\rangle^1 = \frac{\prod_{i=1}^{\ell} \left[ \Delta(\hat{L}_{1}) + \frac{i - 2m_{-2i+1}}{2} \Delta(\hat{L}_{1}) \right] \prod_{j=1}^{\ell} \left[ -\Delta(\hat{L}_{2}) - \frac{i + 2m_{-2i-2} - 2\ell}{2} \Delta(\hat{L}_{2}) \right]}{\prod_{r=1}^{\ell_1} (x_1^{+} - r) \prod_{p=1}^{\ell_2} (x_2^{-} - p) \prod_{q=1}^{\ell_1^{E}+\ell_2^{E}} \left( \delta u + \frac{\ell_1^{E} + \ell_2^{E}}{2} - q \right)} |0,0\rangle^1. \]
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from which, using the same argument as in (76), one gets (for $\delta u = u_1 - u_2$)

$$R[k,l] = \mathcal{D} \times \prod_{l=0}^{k+l} \left[ \frac{\Delta^p(L_{1,2}) + \frac{\ell_1 - 2\pi + 2\pi\pm 1}{2} \Delta^p(L_{1,2})}{\prod_{l=0}^{k+l} (\delta u + \frac{\ell_1 \pm l}{2} - q)} \right]_{(0,0)}^{(l,0)},$$

and

$$R[k,l] = \sum_{n=0}^{k+l} \mathcal{D}^{k,l} \mid n, k + l - n \rangle^1,$$

$$\mathcal{D}^{k,l} = \frac{\prod_{l=0}^{k+l} (\ell_1 - i) \prod_{n=1}^{k+1} (\delta u + \frac{\ell_1 + l}{2} - q) \prod_{n=0}^{k+l} (\delta u + \frac{\ell_1 \pm l}{2} - m)}{\prod_{n=0}^{k+l} (\ell_1 - r) \prod_{n=0}^{k+l} (\ell_2 - p) \prod_{n=0}^{k+l} (\delta u + \frac{\ell_2 + l}{2} - q)} \times \sum_{m=0}^{k} \left\{ \binom{k}{k-m} \binom{k-l}{n-m} \prod_{p=1}^{k} c_p^+ \prod_{p=1}^{k-m} c_p^- \prod_{p=1}^{k-l} \delta_{\ell_{1,2}^1} \prod_{p=1}^{n-m} \delta_{\ell_{1,2}^2} \right\},$$

$c_m^\pm = \delta u \pm \frac{\ell_1 - \ell_2}{2} - m + 1, \quad c_m^\mp = \delta u \pm \frac{\ell_1 + \ell_2}{2} - m + 1, \quad \mathcal{D}_1 = \ell_1 + 1 - 2i, \quad \mathcal{D}_2 = \ell_2 + 1 - 2i.$

This amplitude\footnote{Sometimes the S-matrix entries, which we occasionally refer to as “amplitudes”, are also called \textit{Boltzmann weights}, as a remainder of their role in vertex models of statistical mechanics.} is the restriction to suitable integer parameters of a hypergeometric function:

$$\mathcal{D}^{k,l} = (-1)^{k+n} \pi D \frac{\sin[(k - \ell_1)\pi]}{\sin[\ell_1\pi]} \frac{\Gamma(l + 1)}{\Gamma(l + 1)} \times \frac{\Gamma(n + 1 - \ell_1) \Gamma(l + \ell_1 \pm \ell_2 - n - \delta u) \Gamma\left(1 - \frac{\ell_1 \pm \ell_2}{2} - \delta u\right)}{\Gamma\left(k + l - \ell_1 \pm \ell_2 - \delta u + 1\right) \Gamma\left(\frac{\ell_1 \pm \ell_2}{2} - \delta u\right)} \times 4F_3\left(-k,-n,\delta u + 1 - \frac{\ell_1 \pm \ell_2}{2}; \frac{\ell_2 - \ell_1}{2} - \delta u; 1 - \ell_1, \ell_2 - k - l, l - n + 1; 1\right),$$

where $4F_3(x,y,z,t;r,v,w;\tau) = \frac{\Gamma(r)\Gamma(v)\Gamma(w)}{\Gamma(r)\Gamma(v)\Gamma(w)}$. Due to a special relation between the parameters, the above hypergeometric function is actually a $6j$-symbol. In fact, this has a simple explanation. The states in Case I carry a representation of the ‘bosonic’ $\mathfrak{sl}(2)\mathbb{L}$, subalgebra (meaning, generators of type $\mathbb{L}$), and
of the associated restriction of the Yangian. As demonstrated in \([187]\), the amplitude \((77)\) is precisely obtained by evaluating the universal \(R\)-matrix \([84]\) of such \(\mathfrak{sl}(2)\)\(_{L}\) Yangian in the relevant bound state evaluation representation (up to an overall scalar factor). \(6j\)-symbols are obviously related to the intertwining of \(\mathfrak{sl}(2)\) (highest weight) representations.

As one can see from this example and from the study of other subsectors \([186, 187]\), upon restriction to suitable subspaces of states, the difference form of the \(R\)-matrix in each of those specific blocks is restored, when using the appropriate variables. On the complete space, achieving a difference form is not possible. However, the \(R\)-matrix displays an interesting property that we will shortly point out.

We remark that the pole structure of this amplitude, which is studied in detail in \([61]\), is consistent with the fact that, in this \(\mathfrak{su}(1|1)\) sector, one does not expect any physical \(s\)-channel bound-state poles. The factor \(\mathcal{D}\), in fact, cancels the \(s\)-channel pole at bound-state rank \(\ell_1 + \ell_2\) coming from the overall scalar factor \((74)\), and no physical \(s\)-channel poles are left in this amplitude.

### 6.1.2 Other Cases

As we said, the \(R\)-matrix for Case II and III states is uniquely obtained by using the fact that symmetry generators allow one to reach these states starting from Case I states. Schematically, one has, on one hand

\[
R \Delta (\mathcal{Q}) |\text{Case II}\rangle_i = R Q_i |\text{Case I}\rangle = Q_i R |\text{Case I}\rangle = Q_i \mathcal{X} |\text{Case I}\rangle.
\]

On the other hand,

\[
R \Delta (\mathcal{Q}) |\text{Case II}\rangle_i = \Delta^{op}(\mathcal{Q}) R |\text{Case II}\rangle_i = R_i^{\mathcal{X}} \Delta^{op}(\mathcal{Q}) |\text{Case II}\rangle_j = R_i^{\mathcal{X}} Q_i^{op} |\text{Case I}\rangle.
\]

Combining the two one obtains

\[
R_i^{\mathcal{X}} = Q_i \mathcal{X} \left( |Q^{op}\rangle^{-1} \right)^j.
\]

For the explicit derivation of Case II and III (and a few subtleties thereof, related to the continuation of the formulas to small bound state numbers), we refer the reader to \([61]\). The final result is completely explicit, although immediately not very communicative. Few features, however, are straightforwardly noticed.
First, this construction automatically provides a factorizing twist \[224\] (see also, for instance, \[76, 225\]) for the \(R\)-matrix in the bound state representations (and, therefore, also for the fundamental representation)\(^{61}\):

\[
R = F_{21} \times F_{12}^{-1}.
\]

(79)

However, we remark that the coproduct twisted with \(F_{12}\) is by construction cocommutative, but, as expected, not at all trivial.

Second, apart perhaps from the overall factor, the final result depends only on \(\delta u\), on combinatorial factors involving integer bound-state components, and on specific combination of the algebra labels \(a_i, b_i, c_i, d_i, i = 1, 2\) labeling the two scattering bound states. These combinations are the same noticed in \[206\]. It remains quite hard to figure out a universal formula reproducing this S-matrix in the various bound state representations. Nevertheless, it looks like such a universal object would treat the evaluation parameters of the Yangian as truly independent variables, appearing only in difference form due to the Yangian shift-automorphism. The rest of the labels would appear because of the presence in the universal R-matrix of the (super)charges in the typical ‘positive \(\otimes\) negative’-root combinations \(59\), breaking the difference form due to the constraint that links the evaluation parameter to the central charges.

In the next chapter, we will see that even this expectation has to face some challenges.

The bound state S-matrices we have described have been utilized in \[63\]. There, by means of the Algebraic Bethe Ansatz technique, the corresponding transfer matrices (taken as ordered products of S-matrices\(^{62}\)) have been diagonalized for arbitrary bound state numbers, and certain conjectures on the generating functions for the transfer-matrix eigenvalues \[64\] have been verified.

7 Long Representations

As far as the AdS/CFT spectral problem is concerned, long representations do not correspond to particles in the spectrum. However, long (typical) representations nat-

\(^{61}\) \(X\) in \(78\) is naturally factorisable in a \(79\) fashion, being the universal R-matrix of \(\mathcal{Y}(\mathfrak{sl}(2))\).

\(^{62}\) Notice that transfer matrices built in this way, because of the fact that the S-matrix satisfies the YBE, automatically obey the RTT relations, and are therefore good transfer matrices for the inverse scattering problem.
urally enter in the construction of the large-$L$ asymptotic solution of the TBA equations, via the so-called $Y$-functions\textsuperscript{63} \cite{43}. The string hypothesis \cite{228,229} is related to finite dimensional representations of the quantum group symmetry of the transfer matrix \cite{173}. The $Y$-functions entering the string hypothesis are related to the nodes of the Dynkin diagram associated to the relevant symmetry algebra, \textit{via} the auxiliary roots in the Bethe equations. Furthermore, \textit{rectangular} representation (in the sense specified in the discussion following formula (83)) are those for which the bilinear relations (Hirota, fusion) traditionally have the simplest closed form \cite{230,231}. Rectangular representations form the smallest sector which includes the physical short representations and for which it is possible to solve the $Y$-system. After finding such a solution, one restricts to the physical short representations.

Let us consider highest weight representations of simple Lie superalgebras. A representation is called \textit{atypical} if there exists another weight vector, different from the highest weight one, annihilated by all positive roots. Equivalently, the eigenvalue of a certain Casimir element identically vanishes in that representation. When this happens, in the process of constructing the multiplet by subsequently applying positive roots, one encounters a zero and the multiplet truncates. The dimension of the multiplet remains smaller than what it would be if the special condition on the Casimir eigenvalue would not be met. These representations are called \textit{BPS} or short multiplets in Physics, and the other representations are called \textit{long} multiplets. In supersymmetric field theories, if a multiplet is BPS, then its anomalous dimension is protected from receiving quantum corrections\textsuperscript{64}.

For finite-dimensional simple Lie algebras, irreducible representations have only two closed invariant subspaces, \{0\} and the whole module. \textit{Indecomposable} means that a representation is not expressible as a direct sum of non-trivial representations. \textit{Not fully reducible} means that it is not a direct sum of irreducible representations. If a representation is indecomposable, it is also not fully reducible. The converse

\textsuperscript{63}To give a proper account of the standard literature would be an overwhelming task. We refer to \cite{65,226,227} for reviews.

\textsuperscript{64}Notice that, in $\mathcal{N} = 4$ SYM, operators that are not protected nevertheless have their anomalous dimensions encoded in short representations of the centrally-extended algebra $\mathfrak{psl}(2|2)_{c}$ (we are being cavalier on issues related to the infinite length of the operators). The magnon dispersion relation is in fact a shortening condition for the fundamental representation of $\mathfrak{psl}(2|2)_{c}$. 
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is not true, since a not fully reducible representation could be a direct sum of indecomposables. Irreducible representations are necessarily indecomposable. Finite-dimensional indecomposable representations of ordinary simple Lie algebras are irreducible. However, in the case of superalgebras, a representation can be reducible but indecomposable. Any matrix of such a reducible representation can only be cast in upper-triangular form. Given a reducible but indecomposable representation, one calls subrepresentation the one singled out by the block corresponding to the subset of states that indeed transform among themselves under the action of the algebra. Let us call this subset $J$. Then, the set of equivalence classes defined as the elements of the complement of $J$ modulo elements of $J$ gives another representation, called factor representation.

The standard situation we will encounter shall be that an irreducible module $W$ will admit a maximal invariant subspace\textsuperscript{65} for certain values of the parameters on which the module depends. This subspace $I$ can be irreducible (as it will be for us) or indecomposable. The factor module is an atypical representation.

The tensor product of two fundamental representations of $\mathfrak{psl}(2|2)$ is generically irreducible (and a long representation), apart from special values of the central charges, when it becomes reducible but indecomposable [64]. At these values, the $S$-matrix has a simple pole, corresponding to a bound state in the spectrum. However, the residue of the $S$-matrix at the bound state pole is not a projector. As we already anticipated, it is of lower rank (equal to 8) and it has non-zero components only in the subspace corresponding to the bound state representation, but it does not square to itself. This can be easily seen in the manifest $\mathfrak{sl}(1|2)$-invariant frame (see footnote 29). In this frame, the coproduct is trivial for an $\mathfrak{sl}(1|2)$ subalgebra of $\mathfrak{psl}(2|2)$, and the $S$-matrix takes the form

$$R = \sum_{i=1}^{3} c_i P_i.$$ 

$P_i$ are orthogonal projectors onto irreducible components in the tensor product of the two relevant $\mathfrak{sl}(1|2)$ representations, and $c_i$ are coefficients fixed by requiring invariance under the non-trivial coproduct characterizing, in this frame, the $\mathfrak{psl}(2|2)$ generators outside $\mathfrak{sl}(1|2)$ (cf. Jimbo equations). At the bound state pole, only $P_1$ and

---

\textsuperscript{65}Namely, a subspace $I$ such that the only invariant subspace that strictly contains $I$ is $W$ itself.
$P_3$ have a simple pole, but the coefficients are such that the residue takes the form

$$Res = c(P_1 + e^{i\phi} P_3)$$

for some overall factor $c$, and phase $\phi$ related to the central extension via the two momenta of the scattering magnons. Such residue is lower rank, but $(Res/c)^2 \neq (Res/c)$. This prevents the application of the standard fusion procedure. There exists no (coproduct-)invariant projector on either of the 8-dimensional spaces forming the indecomposable tensor product of two fundamentals at the bound state pole [67].

### 7.1 Synopsis

In our discussion we will follow [232].

The long representations we will be interested in can be constructed by applying an outer $\mathfrak{sl}(2)$ automorphism (see section 4.1) to the representations of the unextended $\mathfrak{sl}(2|2)$ superalgebra. The latter representations can in turn be obtained from those constructed for $\mathfrak{gl}(2|2)$ by Gould and Zhang [233], see also [234, 235]. They are parameterized by a continuous parameter $q \in \mathbb{C}$, which is the value of the unique central charge (the Hamiltonian) in a given representation. An outer $\mathfrak{sl}(2)$ automorphism acting on $\mathfrak{sl}(2|2)$ can be used to generate two extra central charges, depending on additional parameters $P$ and $g$. Here $P$ is identified with the (generically complex) ‘particle momentum’, while $g$ is the coupling constant. We will focus on the lowest (16-dimensional) long representation. The explicit realization in terms of $16 \times 16$ matrices depending on $q, P$ and $g$ can be found in [232]. Special values of $q$ correspond to the shortening conditions. In particular, $q = 1$ corresponds to an indecomposable formed out of two short 8-dimensional representations.

Given an explicit realization of the long 16-dimensional representation, one can construct the corresponding evaluation representation for the Yangian of section 4.2. We will refer to this Yangian, exclusively built upon $\mathfrak{psl}(2|2)_c$, as the minimal Yangian. Whenever the term ‘Yangian’ will be used from now on, it will always be understood as minimal. This is because we will need to contemplate extensions of this Yangian structure at the very end. In fact, one finds out that, when one of the representations involved in the scattering is long evaluation, the corresponding $R$-matrix does not exist.
The origin of this problem can clearly be seen in Drinfeld’s second realization [203], where it can be traced back to non-cocommutativity of the coproduct acting on higher Yangian central charges $C_n$, with $n \geq 2$, in this representation. Since the coproducts of the Yangian central charges only involve central elements, cocommutativity of the central charges in a specific representation is a necessary condition for the existence of an S-matrix in that representation (see section 4.1). If only some representations admit an R-matrix, and not others, this means that there is no universal R-matrix.

Although the Yangian evaluation representation does not admit an S-matrix, one can look for $psl(2|2)_c$-invariant solutions of the Yang-Baxter equation. As we said, the tensor product of two short representations gives an irreducible long representation, i.e.

$$V_{4d}(p_1) \otimes V_{4d}(p_2) \approx V_{16d}(P,q).$$

Here, $V_{4d}(p)$ is a fundamental 4-dimensional representation which depends on the particle momentum and the coupling constant. Analogously, $V_{16d}(P,q)$ is a long 16-dimensional representation described by the momentum $P$, the coupling constant $g$ and the parameter $q$. There is an explicit relation between the pairs $(p_1,p_2)$ and $(P,q)$ at fixed $g$ (in particular, as one may intuitively expect, $P = p_1 + p_2$). For a given $p_1$ and $p_2$ there is a unique corresponding long representation. However, a given long representation can be written as a tensor product of two short representations in two different ways (‘double cover’).

The observed relationship between long and short representations suggests that the S-matrix $S_{LS}$, which scatters a long representation with a short one, can simply be composed as a product of two S-matrices $R_{13}$ and $R_{23}$ describing the scattering of

\[66\]Given the existence of an invertible map between the generators of Drinfeld’s second [203] and first [171] realization of the $psl(2|2)_c$ Yangian, we will use either realizations according to the needs, considering them as completely equivalent. A general proof of this fact is however missing, since the map has always been determined so far in specific representations (although there exists a seemingly universal form that works for all the representations investigated, see the discussion following formula (96)).

\[67\]After constantly jumping across the dichotomy between the mathematical and the physical literature by mercilessly switching between $R$ and $S$ (see footnote 21), we now further increase the entropy and use $S$ for the R-matrix (S-matrix) involving long representations. $R$ is used in ‘universal R-matrix’.
the corresponding short representations, i.e. (see section 7.2)

\[ S_{LS}(P, q; p_3) = R_{13}(p_1, p_3) R_{23}(p_2, p_3) \]

In this formula, the tensor product of two short representations in the spaces 1 and 2 with momenta \( p_1 \) and \( p_2 \) gives a long representation \( (P, q) \), which scatters with a short representation in the third space with momentum \( p_3 \). The two S-matrices, which one indeed finds by directly solving the Yang-Baxter equation, turn out to precisely coincide with the product of two “short” S-matrices, according to the double cover.

This also shows that the minimal Yangian symmetry can be induced on long representation from the one defined on the short ones, and this tensor product representation automatically admits an S-matrix (for both branches of the double cover). This doubly branched tensor product representation of the Yangian is therefore not isomorphic to the long evaluation representation, even though the two short representations composing it are short evaluation representations of the type discussed in section 4.2.

Both S-matrices come with the canonical normalization, therefore they cannot be related to each other by a multiplicative factor. They are not related by a similarity transformation either. However, at the special value \( q = 1 \) where the long multiplet becomes reducible, the two matrices \( S_{LS} \) become of the form

\[ \begin{pmatrix} \mu A & B + \mu C \\ 0 & D \end{pmatrix}, \]  

(80)

where the block structure refers to the splitting into the 8-dimensional sub- and factor representations at \( q = 1 \), and the scalar coefficient \( \mu \) distinguishes between the two solutions. Here, \( D \) corresponds to the factor representation (symmetric), and coincides with (the inverse of) the known symmetric bound-state S-matrix \( S_{AB} \) [67]. This is in agreement with the fact that there is a unique bound-state S-matrix.

### 7.2 Explicit construction of long representations

**Note.** We will derive the representation theory we will be needing directly from scratch. In particular, our notation is not immediately related to the one used in [64] to label representations.
The paper [233] constructs all finite-dimensional irreducible representations of $\mathfrak{gl}(2|2)$ in an oscillator basis. Generators of $\mathfrak{gl}(2|2)$ are denoted by $E_{ij}$, with commutation relations

$$[E_{ij}, E_{kl}] = \delta_{jk}E_{il} - (-)^{(\text{deg}(i) + \text{deg}(j)) (\text{deg}(k) + \text{deg}(l))} \delta_{il}E_{kj}. \quad (81)$$

Indices $i, j, k, l$ run from 1 to 4, and the fermionic grading is assigned as $\text{deg}(1) = \text{deg}(2) = 0$, $\text{deg}(3) = \text{deg}(4) = 1$. The quadratic Casimir of this algebra is $C_2 = \sum_{i,j=1}^{4} (-)^{\text{deg}(j)} E_{ij}E_{ji}$. Finite dimensional irreducible representations are labeled by two half-integers $j_1, j_2 = 0, \frac{1}{2}, ..., \text{and two complex numbers } q \text{ and } y$. These numbers correspond to the values taken by the Cartan generators on the highest weight state $|\omega\rangle$ of the representation, defined by

$$H_1|\omega\rangle = (E_{11} - E_{22})|\omega\rangle = 2j_1|\omega\rangle, \quad H_2|\omega\rangle = (E_{33} - E_{44})|\omega\rangle = 2j_2|\omega\rangle,$$

$$I|\omega\rangle = \sum_{i=1}^{4} E_{ii}|\omega\rangle = 2q|\omega\rangle, \quad N|\omega\rangle = \sum_{i=1}^{4} (-)^{\text{deg}(i)} E_{ii}|\omega\rangle = 2y|\omega\rangle,$$

$$E_{i<j}|\omega\rangle = 0. \quad (82)$$

The generator $N$ never appears on the right hand side of the commutation relations, therefore it is defined up to the addition of a central element $\beta I$, with $\beta$ a constant (we will drop the term $\beta I$ as inessential). This also means that we can consistently mod out the generator $N$, and obtain $\mathfrak{sl}(2|2)$ as a subalgebra of the original $\mathfrak{gl}(2|2)$ algebra\footnote{Further modding out of the center $I$ produces the simple Lie superalgebra $\mathfrak{psl}(2|2)$. Its finite-dimensional representations can be understood as that of $\mathfrak{sl}(2|2)$ for which $q = 0$. Correspondingly, $\mathfrak{sl}(2|2)$ has long irreducible representations of dimension $16(2j_1 + 1)(2j_2 + 1)$ with $j_1 \neq j_2$ and short irreducible representations with $j_1 = j = j_2$ of dimension $16j(j + 1) + 2$. For a discussion of the tensor product decomposition of $\mathfrak{psl}(2|2)$, see [236] (see also [237] for the relevant notations).}. In order to construct representations of $\mathfrak{psl}(2|2)$, we then first mod out $N$, and subsequently perform a rotation by means of the $\mathfrak{sl}(2)$ outer automorphism [64].

Typical (long) representations have generic values of the labels $j_1, j_2, q$, and have dimension $16(2j_1 + 1)(2j_2 + 1)$. For atypical (short) representations, some special relations are satisfied by these labels. Short representations occur here for $\pm q = j_1 - j_2$ and $\pm q = j_1 + j_2 + 1$.

The fundamental 4-dimensional short representation corresponds to $j_1 = \frac{1}{2}, j_2 = 0$ (or, equivalently, $j_1 = 0, j_2 = \frac{1}{2}$) and $q = \frac{1}{2} (q = -\frac{1}{2})$. The bound state (symmetric
short) representations are given by \( j_2 = 0, q = j_1 \), with \( j_1 = \frac{1}{2}, 1, \ldots \) and bound state number \( M = s = 2j_1 \). In addition, there are the antisymmetric short representations given by \( j_1 = 0, q = 1 + j_2 \), with \( j_2 = 0, \frac{1}{2}, \ldots \) and bound state number \( M = a = 2(j_2 + 1) \). Both symmetric and antisymmetric representations have dimension \( 4M \), but they are associated with the different shortening conditions \( \pm q = j_1 - j_2 \) and \( \pm q = 1 + j_1 + j_2 \).

Let us consider the 16-dimensional long representation characterized by \( j_1 = j_2 = 0 \), and arbitrary \( q \). We denote as \([l_1, l_2]\) the subset of states providing a representation of the Lie subalgebra \( sl(2) \oplus sl(2) \) with angular momentum \( l_1 \) w.r.t the first \( sl(2) \), and \( l_2 \) w.r.t the second \( sl(2) \), respectively. The branching rule for the 16-dimensional long representation is

\[
(2, 2) \rightarrow 2 \times [0, 0] \oplus 2 \times \left[ \frac{1}{2}, \frac{1}{2} \right] \oplus [1, 0] \oplus [0, 1].
\]

One can verify that the total dimension adds up to 16, since \([l_1, l_2]\) has dimension \((2l_1 + 1) \times (2l_2 + 1)\).

Notice that setting \( q = 0 \) in this representations gives an atypical representation of \( psl(2|2) \) [236].

Consider now rectangular Young tableaux, with one side made of 2 boxes, and the other side made of arbitrarily many boxes. We associate such tableaux with certain long representations, and denote them by \((2, s)\) and \((a, 2)\) according to the length (in boxes) of the sides of the tableaux. We then associate to short irreducible representations, denoted accordingly as \((1, s)\) (symmetric) and \((a, 1)\) (antisymmetric), correspondingly shaped tableaux. These Young tableaux fit inside the so-called “fat hook” [238], which has branches of width equal to two boxes. All representations \((2, s)\) (respectively, \((a, 2)\)) with \( s \geq 2 \) (respectively, \( a \geq 2 \)) have dimension equal to 16.

The outer automorphism maps the \( gl(2|2) \) non-diagonal generators into new generators as follows:

- \[\text{The formulas which reproduce the dimension of the representations we associate to these Young tableaux turn out to coincide with the formulas given in [239]}.\]
\[ L^b_a = E_{ab} \forall a \neq b, \quad R_\beta^\alpha = E_{\alpha\beta} \forall \alpha \neq \beta, \]
\[ Q^a_\alpha = aE_{\alpha\alpha} + b\epsilon_{\alpha\beta}E_{\beta\beta}, \]
\[ G^\alpha_a = c\epsilon_{ab}E_{\beta\beta} + dE_{aa}, \quad (84) \]

subject to the constraint
\[ ab - bc = 1. \quad (85) \]

Diagonal generators are obtained, as usual, by commuting positive and negative roots. In particular, from the explicit matrix realization, one obtains the following values of the central charges:
\[ H = 2q(ad + bc)\mathbb{I}, \quad C = 2qab\mathbb{I}, \quad C^\dagger = 2qcd\mathbb{I}, \quad (86) \]

(\(\mathbb{I}\) is the 16-dimensional identity matrix), satisfying the condition\(^{70}\)
\[ \frac{H^2}{4} - CC^\dagger = q^2\mathbb{I}. \quad (87) \]

When \(q^2 = 1\), this becomes a shortening condition. As we anticipated, for \(q = 1\), the 16-dimensional representation becomes reducible but indecomposable. Its sub-representation [236] is a short 8-dimensional antisymmetric representation, its factor representation is a short 8-dimensional symmetric one. Formula (87), however, tells us that we can conveniently think of \(q\) as a generalized bound state number, since for short representations \(2q\) would be replaced by the bound state number \(M\) in the analogous formula for the central charges (68). This is particularly useful, since it allows us to parameterize the labels \(a,b,c,d\) in terms of the familiar bound state variables\(^{71}\) \(x^\pm\), just replacing the bound state number \(M\) by \(2q\). The explicit parameterization is given by (cf. (68))
\[ a = \sqrt{\frac{g}{4q}\eta}, \quad b = -\sqrt{\frac{g}{4q}\frac{i}{\eta}}\left(1 - \frac{x^+}{x}\right), \]
\[ c = -\sqrt{\frac{g}{4q}\eta x^+}, \quad d = \sqrt{\frac{g}{4q}\frac{x^+}{i\eta}}\left(1 - \frac{x^-}{x^+}\right), \quad (88) \]

\(^{70}\)We notice that the combination of central charges on the l.h.s. of (87) is precisely left invariant by the \(sl(2)\) outer automorphisms previously discussed. Such automorphisms therefore preserve the (a)typicality of the representations.

\(^{71}\)We use the conventions of [61].
where
\[ \eta = e^{ip} \sqrt{i(x^- - x^+)} \quad (89) \]

and
\[ x^+ + \frac{1}{x^+} - x^- - \frac{1}{x^-} = \frac{4iq}{g}. \quad (90) \]

As in the case of short representations [153], there exist a uniformizing torus with variable \( z \) and periods depending on \( q \). The choice (89) for \( \eta \) we carry over from the bound states is historically preferred in the string theory analysis [27, 61, 67, 152], and ensures the S-matrix to be a symmetric matrix. Positive and negative values of \( q \) morally correspond to positive and negative ‘energy’ representations, respectively.

We equip the symmetry algebra with the deformed Hopf-algebra coproduct of section 4.1:
\[ \Delta(J) = J \otimes \mathbb{U}[[J]] + 1 \otimes J, \]
\[ \Delta(U) = U \otimes U. \quad (91) \]

We have realized the deformation of the coproduct in terms of an abstract central generator \( \mathbb{U} \) adjoined to the algebra. \( J \) is any generator of \( \mathfrak{psl}(2|2) \). We have \( [[J]] = 0 \) for the bosonic \( \mathfrak{psl}(2) \) generators and for the ‘energy’ generator \( H \), \( [[J]] = 1 \) (resp., \( -1 \)) for the \( Q \) (resp., \( G \)) supercharges, and \( [[J]] = 2 \) (resp., \( -2 \)) for the central charge \( C \) (resp., \( C^\dagger \)).

According to the argument we have repeatedly seen in the previous chapters (cf. (36) and above), the value of \( \mathbb{U} \) is determined by the consistency requirement that the coproduct is cocommutative on the center. This produces the algebraic condition
\[ \mathbb{U}^2 = \kappa C + 1 \quad (92) \]

for some representation-independent constant \( \kappa \). With our choice of parametrization (88), \( \kappa \) gets expressed in terms of the coupling constant \( g \) as \( \kappa = \frac{2}{ig} \), and we obtain the familiar relation
\[ \mathbb{U} = \sqrt{x^+ - x^-} = e^{ip} 1. \quad (93) \]
The antiparticle representation $\overline{J}$ is still defined by

$$\overline{x}^{\pm} \rightarrow \frac{1}{x^{\pm}}; \quad (94)$$

and the explicit charge conjugation matrix can be found in [232].

The next step is to study the Yangian in this representation. One can prove that the defining commutation relations of Drinfeld’s first realization of the minimal Yangian are satisfied (by the generators and their coproducts, see [232]) if we assume the evaluation representation$^{72}$

$$\hat{J} = u \hat{J}, \quad (95)$$

where the spectral parameter $u$ assumes the familiar form

$$u = \frac{g}{4i}(x^{+} + x^{-}) \left(1 + \frac{1}{x^{+}x^{-}}\right). \quad (96)$$

The above value of $u$ is once again determined by requiring cocommutativity of the Yangian central charges $\hat{C}, \hat{C}^{\dagger}$. Drinfeld’s second realization is also obtained by applying a similar (Drinfeld’s) map as in [203]$^{73}$. This ensures the fulfillment of the Serre relations (see also [210]). All defining relations are satisfied. The representation one obtains after Drinfeld’s map is not any longer of a simple evaluation-type, but it is more complicated. Nevertheless, this representation one gets for Drinfeld’s second realization of the minimal Yangian is consistent, and the coproducts obtained after Drinfeld’s map respect all commutation and Serre relations$^{74}$. However, as we already mentioned, the Yangian in this representation, both for coproducts projected into long \(\otimes\) short and for long \(\otimes\) long representations, does not admit an S-matrix. This is easily seen by considering the Yangian central charges $\hat{C}_{n}, \hat{C}_{n}^{\dagger}$. After making sure that for $n = 0, 1$, their coproducts are cocommutative, in all tested cases for $n \geq 2$ their coproducts are central, but not cocommutative.

Only for the special case $q^{2} = 1$ the Yangian central charges appear to be cocommutative also at and for the tested cases beyond $n = 2$. Nevertheless, even for

$^{72}$As we pointed out after (88), we use the conventions of [61] lifted to long variables as in [232].

$^{73}$The map used in [232] works equally well for the fundamental representation, and might be related to the one used in [203] by a redefinition of the generators.

$^{74}$Antipode and charge conjugation are also perfectly consistent with Drinfeld’s second realization.
the special case $q^2 = 1$, the Yangian still does not seem to admit an S-matrix in this representation. One way to see it is by noticing that the equation

$$\Delta^{op}(\hat{J}) S = S \Delta(\hat{J}),$$

when applied to certain combinations of generators and on particular states (for instance, of highest weight w.r.t. to the $\mathfrak{sl}(2) \oplus \mathfrak{sl}(2)$ splitting (83)), leads to a contradiction when the explicit matrix realization is used. This means that such an S-matrix does not exist for this representation of the Yangian, which also implies that a universal R-matrix for the minimal Yangian does not exist\(^75\).

As we already pointed out, a different Yangian representation, for which an S-matrix does indeed exist, can be induced on the space of long representations. This Yangian representation is obtained via the decomposition of long representations into short ones, and it is therefore built upon the Yangian representations that have already been constructed for short representations. This induced representation is quite different from the one described above (cf. (95)), and, in particular, it is not related to (95) via any similarity transformation combined with a redefinition of the spectral parameters.

\(^75\)Strictly speaking, we consider the minimal Yangian together with the two abstract constraints that ensure cocommutativity of the level-zero and -one central charges (see also [162]). In principle, it should be possible to deduce non-cocommutativity of the higher central charges directly from the corresponding formulas for the coproducts written in terms of the algebra generators, without referring to a specific representation. These formulas should also imply that the non-cocommutative part must disappear for representations which satisfy the shortening conditions. We thank R. Janik for the suggestion of adding more constraints to resolve the problem. We also thank N. Beisert for information about one way to find these constraints. The idea is to adjoin the $\mathfrak{sl}(2)$ outer automorphisms to the original algebra, and construct the Yangian of the resulting bigger algebra. The Serre relations for such a Yangian are then naturally subdivided into the original Serre relations, those with mixed generators (original, and adjoined automorphisms), and those purely for the adjoined generators. While the first and third set of Serre relations independently guarantee the consistency of the procedure, the mixed one apparently produce a set of constraints purely for the original generators, as the adjoined ones would drop out of the mixed relations. Such extra constraints exactly rule out the representation which does not admit an R-matrix in our treatment. While this looks extremely comforting and promising, one is to face the problem that the resulting Yangian is hard to treat (for instance, it is difficult to obtain the corresponding Drinfeld’s second realization). In any case, it is the personal opinion of the author that this route is at the moment the most interesting one to pursue in the quest for a universal R-matrix.
Imposing invariance under the symmetry algebra turns out not to be enough to completely fix the S-matrix. One coefficient function $X(P, p)$ remains undetermined, and can be fixed by imposing that the S-matrix solves the Yang-Baxter equation:


By projecting on specific states, one obtains two quadratic equations for $X$ of the form

$$A + B X(P, p_2) + C X(P, p_3) + D X(P, p_2) X(P, p_3) = 0,$$  (99)

where $A, B, C, D$ are functions of $P, p_2, p_3$. It is easily seen that there are two different solutions to these equations. This means that we find two S-matrices. These two solutions are not related to each other by a similarity transformation. The solutions for $X$ appear rather complicated, and we refrain from giving their explicit expressions.

It can be checked that both S-matrices satisfy the following conditions:

**Unitarity:** $S_{12}S_{21} = 1$.

**Hermiticity:** $S_{12}(z_L, z)S_{12}(z'_L, z')^\dagger = 1$.

**CPT Invariance:** $S_{12} = S_{12}^\dagger$.

**Yang-Baxter:** $S_{12}S_{13}S_{23} = S_{23}S_{13}S_{12}$.

Although the two solutions differ for the value of just one function $X$, the way this function appears in the various matrix entries is non-trivial. Different values of $X$ can determine whether certain entries ultimately vanish or not, resulting in a quite different form of the matrices for the two solutions.

Consider the tensor product of two short representations labeled by momenta $(p_1, p_2)$,

$$V(p_1) \otimes V(p_2).$$  (100)

This vector space naturally carries a representation of $\mathfrak{psl}(2|2)_c$ via the (opposite) coproduct. I.e., for any generator $J$, we can consider

$$J_{V(p_1) \otimes V(p_2)} = \Delta J.$$  (101)
By considering the central charges on this space we see that we are dealing with a long representation. To be precise, we find

\[(2q)^2 = \Delta H^2 - 4\Delta C\Delta C^\dagger = [E(p_1) + E(p_2)]^2 - E(p_1 + p_2)^2 + 1, \quad (102)\]

where the energy \(E(p)\) is given by

\[E(p)^2 = 1 + 4g^2 \sin^2 \frac{P}{2}. \quad (103)\]

The momentum of the long representation is found to be

\[P = p_1 + p_2. \quad (104)\]

One has therefore

\[V(p_1) \otimes V(p_2) \cong V(P, q) \quad (105)\]

with

\[P = p_1 + p_2, \quad q = \frac{E(p_1) + E(p_2)}{\sqrt{[E(p_1) + E(p_2)]^2}} \sqrt{[E(p_1) + E(p_2)]^2 - E(p_1 + p_2)^2 + 1}. \quad (106)\]

The dispersion relation (103) has two branches, corresponding to particles and antiparticles. Fixing the momentum \(p\) and choosing a branch specifies the fundamental representation completely. The tensor product of two such representations is identified with a unique 16-dimensional long representation with momentum \(P\) and the central charge \(q\) specified in (106).

Suppose now that we are given a long representation \((P, q)\) and we want to factorize it into the tensor product of two fundamental representations. It is convenient to label the representation space corresponding to particles as \(V_+\) and the one corresponding to antiparticles as \(V_-\). The module of the long representation can be identified with one of the following four spaces:

L1: \(V_+ \otimes V_+\),

L2: \(V_+ \otimes V_-\),

L3: \(V_- \otimes V_+\),

L4: \(V_- \otimes V_-\).
L3: \( V_- \otimes V_+ \),

L4: \( V_- \otimes V_- \).

Let us order the momenta \( p_1 \) and \( p_2 \) such as, say, \( p_1 \prec p_2 \). Assuming for simplicity that \( q \) is real, we find that, to a given long representation \( V(P, q) \), one can associate two solutions in terms of ‘short’ parameters. For instance, for \( q \) positive, the two solutions are both associated with the space L1, or one of the solutions is from L1 and the second is from L2. Analogous situation takes place for \( q \) negative. Thus, a given long representation can be written as a tensor product of two different short representations.

One can explicitly find [232] the similarity transformation \( V_\Delta \) that relates the long algebra generators (constructed along the lines of [233] using the procedure of section 7.2) to the ones that arise from the coproduct (101).

The coproduct on the triple tensor product of short representations is given by

\[
(\Delta \otimes \mathbb{1})\Delta (or, which is the same because of the coassociativity property of Hopf algebras, by (\mathbb{1} \otimes \Delta)\Delta).
\]

It is easily seen that

\[
R_{13}R_{23}(\Delta \otimes \mathbb{1})\Delta = R_{13}R_{23}(\Delta J \otimes U^{[\mathbb{1}]} + \mathbb{1}_L \otimes J)
\]

\[
= R_{13}R_{23}(J \otimes U^{[\mathbb{1}]} \otimes U^{[\mathbb{1}]} + \mathbb{1} \otimes J \otimes U^{[\mathbb{1}]} + \mathbb{1} \otimes \mathbb{1} \otimes J)
\]

\[
= (J \otimes U^{[\mathbb{1}]} \otimes \mathbb{1} + \mathbb{1} \otimes J \otimes \mathbb{1} + U^{[\mathbb{1}]} \otimes U^{[\mathbb{1}]} \otimes J)R_{13}R_{23}
\]

\[
= (\Delta J \otimes \mathbb{1} + U_L^{[\mathbb{1}]} \otimes J)R_{13}R_{23}.
\] (107)

Thus, we see that \( R_{13}R_{23} \) intertwines the coproduct on the tensor product of a long and a short representation. By the above similarity transformation, we can interpret the S-matrix for long \( \otimes \) short representations \( S \) as being built out of fundamental S-matrices:

\[
S = [V_\Delta \otimes \mathbb{1}] R_{13}R_{23} [V^{-1}_\Delta \otimes \mathbb{1}].
\] (108)

The two different choices of short representations that give rise to the long representation indeed gives two different solutions for \( S \), which exactly coincide with the ones that are found from the Yang-Baxter equation (cf. (99)).

\textsuperscript{76}The details of the ordering are irrelevant, since the sole scope of the ordering is to choose a unique representative between the couple \((p_1, p_2)\) and its permuted couple \((p_2, p_1)\).
As we announced, the fact that the S-matrix in short representations possesses Yangian symmetries (in evaluation representations) automatically induces, via the above mentioned tensor product procedure, a Yangian representation associated to the long representation. The generators are simply given by

\[ \hat{J}_{V(p_1) \otimes V(p_2)} = \Delta(\hat{J}). \] (109)

\( \Delta \) is projected into short \( \otimes \) short Yangian representations, the latter being characterized by the known (‘short’) spectral parameters \( u_1 \) and \( u_2 \) (on the first and second factor of the tensor product, respectively). These ‘short’ spectral parameters are linked to the parameters of the two corresponding short representations as in (45).

8 Yangian in spacetime \( n \)-point functions

Recently, Yangian symmetry has emerged in AdS/CFT from yet a quite different angle, i.e. in the study of spacetime \( n \)-point functions and their symmetries [51]. There exist by now a few reviews on this rapidly developing subject [69, 70, 240, 241], and we are by no means trying to provide here an account of such developments. We would only like to draw attention to the remarkable fact that Yangian symmetry seems to permeate a wide variety of aspects of \( \mathcal{N} = 4 \) SYM, and it is reasonable to wonder whether there exists a unified origin and description of such diverse manifestations. One striking example is the recent discovery of the secret symmetry of section 5.4, \textit{mutatis mutandis}, in spacetime \( n \)-point amplitudes [68].

The way Yangian shows up in this new context is through the observation that tree-level spacetime \( n \)-point functions are annihilated by level-zero and -one generators of a \( psu(2,2|4) \) Yangian algebra, obtained by commuting the so-called original and dual superconformal symmetries. This Yangian algebra acts on the external legs of spacetime \( n \)-point functions as if they were periodic spin chains, much like the action we described in section 3.1. This is possible because the spacetime \( n \)-point

\[ ^{77} \text{We specify the attribute \textit{spacetime} in order to avoid confusion with the \textit{worldsheet} \( n \)-point functions. The spacetime in question is the four-dimensional Minkowski spacetime where the } \mathcal{N} = 4 \text{ SYM theory lives, as opposed to the two-dimensional world-sheet sigma model field theory characterizing the string side of the correspondence.} \]
functions are reduced to their cyclically-invariant core before the symmetry can act. The well-definiteness of the Yangian charges on the cyclic-invariant “chains” is ensured by the vanishing of the dual Coxeter number of the level-zero Lie superalgebra. One is likely to be dealing with a highly reducible singlet representation of the Yangian, and the natural question would be to investigate if non-singlet representations have a role to play in this analysis. On the other hand, a similar Yangian in non-singlet representations is intimately connected with the tree-level spectral problem, as we saw in section 3.1.

The realization which looks most reminiscent of the spectral problem is given in terms of super-variables $Z^A$, with $A = 1, \ldots, 8$. These variables are bosonic for $A = 1, \ldots, 4$, and fermionic otherwise. One has, for $N$ external legs,

$$x_{ba}^{(0)} = \sum_{m=1}^{n} Z_{m,b} \frac{\partial}{\partial Z_{m,a}},$$
$$x_{ba}^{(1)} = \sum_{m<n=1}^{N} \sum_{c=1}^{8} Z_{m,b} \frac{\partial}{\partial Z_{m,c}} Z_{n,c} \frac{\partial}{\partial Z_{a,a}}, \quad (110)$$

and the $\mathbb{Y}(\mathfrak{gl}(4|4))$-type of relations

$$[x_{ba}^{(0)}, x_{dc}^{(0)}] = \delta_{bd} x_{bc}^{(0)} - (-)^{(\text{deg}(a)+\text{deg}(b))(\text{deg}(c)+\text{deg}(d))} \delta_{bc} x_{da}^{(0)},$$
$$[x_{ba}^{(0)}, x_{dc}^{(1)}] = \delta_{bd} x_{bc}^{(1)} - (-)^{(\text{deg}(a)+\text{deg}(b))(\text{deg}(c)+\text{deg}(d))} \delta_{bc} x_{da}^{(1)}, \quad (111)$$

where the supercommutator is defined as

$$[x_{ba}^{(0)}, x_{dc}^{(0)}] \equiv x_{ba}^{(0)} x_{dc}^{(0)} - (-)^{(\text{deg}(a)+\text{deg}(b))(\text{deg}(c)+\text{deg}(d))} x_{dc}^{(0)} x_{ba}^{(0)},$$
$$[x_{ba}^{(0)}, x_{dc}^{(1)}] \equiv x_{ba}^{(0)} x_{dc}^{(1)} - (-)^{(\text{deg}(a)+\text{deg}(b))(\text{deg}(c)+\text{deg}(d))} x_{dc}^{(1)} x_{ba}^{(0)}, \quad (112)$$

As always, we have used the rules

$$[A \otimes B][C \otimes D] = (-)^{\text{deg}(B)\text{deg}(C)} AC \otimes BD,$$
$$E_{ij}E_{kl} = \delta_{jk}E_{il}. \quad (113)$$

One has $\text{deg}(E_{ij}) = \text{deg}(i) + \text{deg}(j)$ (modulo 2), with $\text{deg}(i) = 0$ or 1 if $i$ is a bosonic or fermionic index, respectively.
9 Conclusions

We have tried to give an account of the quantum group symmetry underlying the integrability of the AdS/CFT spectral problem. The main theme is the aim of finding all the hidden (local and non-local) symmetries of the problem, and unite them into a consistent algebraic framework. One of the main lessons learned is that the infinite-dimensional algebra emerging from this analysis is apparently very close to the standard Yangian, at least in atypical representations, but the few crucial differences manage to be a serious challenge to the complete characterization of its mathematical structure. What we have been calling Yangian all the time, for historical reasons and for its closeness to the true Yangian as understood by mathematicians and mathematical physicists, may well be a completely different and new beast.

We would like to list some future directions of investigation, which may eventually lead to overcome these difficulties.

The first thing that is necessary to obtain is a character formula for typical representations, and derive from first principles the T-system for the corresponding transfer matrices. In the case of Lie superalgebras, a uniform character formula does not exist even for the finite-dimensional simple case, and also for $\mathfrak{gl}(m|n)$ no general expression is available. Understanding how to deal with the two solutions for the ‘long-short’ S-matrix we have described in section 7.2 should be instrumental to progress in this direction.

It should be quite instructive to study further the so called near-flat space limit, which simplifies the $R$-matrix and the algebra generators while maintaining the central extension. Preliminary results point towards the persistence of the secret symmetry, and actually of a whole Yangian tower of generators with the same signature $\text{diag}(1,1,-1,-1)$ and in the suitable evaluation representation. Together with the recent discovery of [68] that the secret symmetry is present in space-time $n$-point functions, it has become highly relevant to understand the deep nature of this generator and if and how it is realized in the original string and gauge theory.

---

78 It would be very interesting to explore the question of how far this unifying program can be pushed, see for instance [242, 243], and also [244].

79 P. Papi, Denominator identities for Lie superalgebras, Algebra Seminar, University of York, UK, September 2010.
pictures. We would like to notice that the secret symmetry generator seems to play a special role in the $q$-deformed quantum algebra of [166] (particularly with respect to its Yangian limit). Moreover [248], the secret symmetry is found in the twisted boundary Yangian relevant to $D5$-branes, where one obtains supercharges of the new type discussed below (63) also and directly via a coideal subalgebra construction [249]$^{80}$. We remind that these new supercharges have a different spectral parameter in the ‘boson-fermion’ with respect to the ‘fermion-boson’ block.

Another idea, relevant to the quantization of the classical $r$-matrix discussed in sections 5.2, 5.3, would be to use the notion of ‘closure’ of a universal enveloping algebra. Inside such a closure, denominators of central elements, like those appearing in (62), can be given an abstract meaning. Unfortunately, it is very hard to equip such closures with a Hopf algebra structure in general$^{81}$.

A possible scenario is that the quantum universal R-matrix simply does not exist. It is perhaps not a surprise that one can write down seemingly universal formulas valid for atypical representations, since atypical representations are in some sense special. Typical representations are indeed traditionally more complicated$^{82}$, and a formula that encompasses both the typical and the atypical case may not exist. We would also like to notice that the results for long representations we presented in section 7 set quite rigid constraints on the possible extensions of the minimal Yangian that might admit a universal R-matrix. Basically, any extension of the minimal Yangian has to produce some Serre-type relations that rule out the evaluation representation. On the other hand, this fact may turn into a virtue, precisely because it severely restricts the allowed extensions$^{83}$. Considering alternative physical setups, and/or restrictions of the algebra, for example of the type contained in [250], may also turn out to be very fruitful.

Finally, non-planar corrections may organize themselves into powerful algebraic structures which might directly connect with and generalize the ones we have been

$^{80}$Interestingly, in the so-called $Y = 0$ system for $D3$-branes, only these type of supercharges are found via the coideal procedure, and not the secret symmetry directly.
$^{81}$We thank E. Ragoucy for suggesting the idea and for discussions about this point.
$^{82}$We thank P. Sorba for a discussion about this point.
$^{83}$We thank N. Beisert for explanations about this point, see also footnote 75.
describing in this review for the planar case, still providing a way of describing the spectrum exactly (see for instance [251] and the recent [252]).

“Before I came here I was confused about this subject. Having listened to your lecture I am still confused. But on a higher level.”

(E. Fermi)

10 Acknowledgments

First, I would like to thank my collaborators on this topic, for the most enjoyable and fruitful time, and the endless list of things they have taught me: G. Arutyunov, M. de Leeuw, I. Heckenberger, T. Matsumoto, S. Moriyama, J. Plefka, C. Sieg, F. Spill, R. Suzuki and H. Yamane.

I then would like to thank N. Beisert, for numerous discussions, crucial questions, and critical reading of several preprints; C. Ahn, Z. Bajnok, J. Balog, L. Palla and R. Nepomechie, for sharing their expertise in the theory of integrable systems (with infinite and finite size) and \( R \)-matrices, and for suggestions; F. Alday, C. Kristjansen, S. de Haro, D. Diaz, H. Dorn, N. Drukker, G. Jorjadze, P. Koroteev, S. Ramgoolam, M. Salizzoni, H. S. Yang and S. Zieme, for insightful discussions on wrapping diagrams and on integrability; I. Aniceto, M. Abbott, A. Jevicky, C. Kalousios, G. Papathanasiou, M. Spradlin and A. Volovich, for their interest in my work and for nice discussions; D.-S. Bak, N. Dorey, M. Magro, S.-J. Rey, S. Schäfer-Nameki, B. Vicedo, K. Zoubos, B. Zwiebel, for beautiful discussions on quantum groups and integrable structures, and most useful suggestions; A. Babichenko, for sharing insights on \( R \)-matrices and crossing symmetry, and for a collaboration which was unfortunately never finalized; A. Bassetti, G. De Pol, V. Forini, L. Griguolo, F. Lizzi, S. Pasquetti and D. Seminara, for discussions on supersymmetric field theories and quantum groups; I. Cherednik, for suggesting to interpret the centrally-extended Hopf algebra as a mini-Yangian, an idea which I keep promising myself I will soon pursue; G. Delius, for a very early discussion on quantum groups and integrable systems; B. de Wit, for thoroughly restructuring my writing, and for many inputs which eventually convened in the Introduction to this review; V. Dobrev, for very useful
discussions; A. Doikou, for an insightful discussion about the universal R-matrix and the Yangian; P. Dorey, for interesting discussions and many stimulating questions; J. Drummond and L. Ferro, for an email exchange on Yangians in spacetime $n$-point functions and Drinfeld’s second realization; P. Etingof, for guiding me through the computations related to the classical $r$-matrix, and for the constant interest he showed and advice he provided during my time at MIT; G. Ferretti, for pointing out that one may have integrable structures also in the absence of conformal symmetry (see for example [253]); D. Fioravanti and F. Ravanini, for their constant support, and for numerous exchanges on Yangians, quantum deformations, algebraic structures in integrable systems, the Hubbard model, and the nature of the Beisert-Staudacher equations (in particular, their re-derivation in [167]); G. Feverati, for discussions about the distinction between the $R$-matrix of the inverse problem and the $R$-matrix associated to the scattering; V. Fomin, for very interesting discussions about Lie superalgebras, Yangians and the Hubbard model; L. Frappat, for a brief discussion on bilinear forms in Lie superalgebras; S. Frolov, for numerous discussions, and for complaining that the secret symmetry may be a product of the original supertraceless generators$^{84}$; N. Geer, for his interest in this subject from a purely mathematical point of view, and for a discussion; D. Grumiller, for several discussions and suggestions; B. Hoare, A. Rej, F. Spill and A. Tseytlin, for a discussion on classical $r$-matrices and weaker versions of the CYBE equation, where the r.h.s. is non-zero and proportional to a Casimir element; R. Jackiw, for discussions and penetrating questions that forced me to study more; R. Janik, for numerous discussions and suggestions, and an always formidably insightful email response; V. Kac, for useful comments and advise; M. Karowski and E. Kirchberg, for very early discussions on exact S-matrices and Hopf algebras; T. Klose, J. Minahan and T. McLoughlin, for numerous discussions, and for a stimulating collaboration and preliminary results on the Yangian and classical $r$-matrix in the near flat-space limit; N. MacKay and V. Regelskis, for sharing many insights and

$^{84}$Although missing so far, it is hard to exclude that such a rewriting might exist. We have tried to motivate in section 5 why one expects to have an independent status for the ‘secret’ generator. In any case, such a rewriting may work in some (atypical) representations but not in others, much like writing the $2\times2$ identity matrix as a product of $sl(2)$ matrices (as pointed out by P. Sorba). We also remark that it is the coproduct which is a symmetry, and the coproduct is harder to factorize.
beautiful explanations, in particular on Yangians in the presence of boundaries; J. Maldacena, for a discussion on $2+1$ dimensional relativistic models in relation to the centrally-extended superalgebra; L. Mannelli, for interesting discussions on Hopf algebras; M. Martins, for discussions about bound state S- and transfer matrices, and for his interest in their factorizing twists; A. Odessky, for patience in reading my rustic exposition of the problem with the eye of a mathematician, and providing advice nevertheless; P. Orland, for discussions and email exchanges on the techniques used to derive scalar factors of integrable S-matrices; J. Plefka and J. M. Henn, for a stimulating discussion about Yangian symmetry in spacetime $n$-point amplitudes at the 2010 meeting in Stockholm; T. Quella, for discussions, and for pointing out the subtleties one has to beware of when using Young tableaux for Lie superalgebras; E. Ragoucy and P. Sorba, for stimulating discussions, and for starting a collaboration on the centrally-extended algebra and its completions; V. Regelskis, for very nice discussions and for kindly providing me with a copy of [248]; A. Rej, for discussions about the universal R-matrix for Yangians and its properties, and for pointing out how the crossing map is a coupling-constant effect, and becomes singular in one-loop gauge theory; E. Sklyanin, for sharing his illuminating insight on some of the challenging problems in the theory of integrable systems; B. Stefanski, for many interesting discussions, and for a beautiful collaboration on Landau-Lifshitz models, whose results were unfortunately never published; A. Turberin, for a discussion about Belavin-Drinfeld’s classification, and for explanations of his work; J. van de Leur, for interesting discussions on Lie algebras; S. van Tongeren, for interesting discussions about determinant operators, D-branes and open spin-chains; C. Young, for numerous enlightening discussions on Yangians and quantum algebras; M. Zabzine, for a discussion that originated my interest in classical $r$-matrices. I would like to thank the referees of Journal of Physics A for very valuable comments and suggestions. I also would like to thank, and to apologize to for not mentioning explicitly, all the people I had conversations with about this topic, who formed my views with their input. This work has been supported by EPSRC through the grant no. EP/H00054/1.

I dedicate the effort of writing this review to my parents, to my brother and his wife, to Joe and Sunny, to Rob and Nina and their son Grant, and to my amazing wife, Jenni.
References


[105] A. Agarwal, Comments on higher loop integrability in the su(1|1) sector of N = 4 SYM: Lessons from the su(2) sector, hep-th/0506095.


83


[138] B. Stefanski jr., Green-Schwarz action for Type IIA strings on \( \text{AdS}_4 \times \text{CP}^3 \), \textit{Nucl. Phys.} B808 (2009) 80, [arXiv:0806.4948].


86
G. Arutyunov, S. Frolov, and M. Zamaklar, The Zamolodchikov-Faddeev algebra for AdS$_5 \times \mathbb{S}^5$ superstring, JHEP 04 (2007) 002, [hep-th/0612229].


J. Balog and A. Hegedus, AdS$_5 \times \mathbb{S}^5$ mirror TBA equations from Y-system and discontinuity relations, arXiv:1104.4054.


95