Neutral modes of a two-dimensional vortex and their link to persistent cat’s eyes
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Abstract

This paper considers the relaxation of a smooth two–dimensional vortex to axisymmetry after the application of an instantaneous, weak external strain field. In this limit the disturbance decays exponentially in time at a rate that is linked to a pole of the associated linear inviscid problem (known as a Landau pole). As a model of a typical vortex distribution that can give rise to cat’s eyes, here distributions are examined that have a basic Gaussian shape but whose profiles have been artificially flattened about some radius $r_c$. A numerical study of the Landau poles for this family of vortices shows that as $r_c$ is varied so the decay rate of the disturbance moves smoothly between poles as the decay rates of two Landau poles cross.

Cat’s eyes that occur in the nonlinear evolution of a vortex lead to an axisymmetric azimuthally averaged profile with an annulus of approximately uniform vorticity, rather like the artificially flattened profiles investigated. Based on the stability of such profiles it is found that finite thickness cat’s eyes can persist (i.e. the mean profile has a neutral mode) at two distinct radii, and in the limit of a thin flattened region the result that vanishingly thin cat’s eyes only persist at a single radius is recovered. The decay of non–axisymmetric perturbations to these flattened profiles for larger times is investigated and a comparison made with the result for a Gaussian profile.
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1 Introduction

Fluid flows at high Reynolds numbers can be dominated by the dynamics and interactions of long-lived vortical structures [1, 2, 3, 4]. The dynamics and stability of these vortices are particularly important in areas of fluid dynamics such as meteorology [5, 6] and MHD [7]. Many studies have considered the behaviour of an axisymmetric vortex subjected to a transient, non-axisymmetric strain. If this strain is weak then in the early stages the vortex may evolve dynamically into an axisymmetric state; any non-axisymmetric components of the vorticity become finely scaled through spiral wind-up in the underlying flow field [8]. During this process the far-field form of the stream function decays exponentially in time and rotates with a fixed angular velocity which is fast compared to the decay rate. This behaviour of the vortex is termed a quasi-mode [9, 10, 11] and has been observed both in plasma experiments [10] (where the governing equations are isomorphic to the Euler equations) and in numerical studies [12].

Put simply, a quasi-mode is essentially a wave located in the core of a vortex and, while it appears to be a single mode, it can more accurately be characterised as a wave-packet of continuum modes. The quasi-mode is a solution of the linearised Euler equations that is not separable in time, and decays on a much longer time-scale than the turn-over time-scale of the underlying vortex. Quasi-modes of an axisymmetric circular vortex have been studied analytically via Laplace transforms of the linearised Euler equation [9, 10, 13]; an attraction of this method is that the angular velocity and the decay rate of the disturbance stream function can be deduced from the real and imaginary parts of a simple pole of the governing system. The location of this pole, known as a Landau pole, can be calculated by analytic continuation techniques [9] and it follows that the decay rate and angular velocity of the quasi-mode depend only on the form of the axisymmetric base profile of the vortex. Moreover, the decay rate of the quasi-mode is very sensitive to the gradient of the axisymmetric base profile at the critical radius where the angular velocity of the quasi-mode equals that of the vortex [11].

An illustration of an azimuthal wave number \( n = 2 \) disturbance to a Gaussian vortex is shown in figure 1. At the earlier time (figure 1(a)) there is a linear combination of a spiral structure in which vorticity depends on \( r \) and \( \theta \), and a mode in which the sign of the vorticity depends just on \( \theta \); this is the quasi-mode, and corresponds to an elliptical distortion of the whole vortex that rotates (much like a Kelvin mode on a top-hat vortex) and decays because of interaction with spiral wind-up of fluctuations at the critical radius where the fluid co-rotates with the mode. At the later time (figure 1(b)) the quasi-mode has decayed to low levels, leaving behind the spiral structure, in which vorticity is of fine scale and essentially passive.
When an axisymmetric vortex is placed within a sufficiently strong irrotational strain field, it is well–known that the vorticity can evolve into a tripole in which a pair of cat’s eyes rotate around a coherent vortex core [10, 11, 14, 15]. The vorticity within the cat’s eyes becomes wound up and homogenized; moreover if cat’s eyes persist (i.e. the far–field stream function neither grows nor decays) then they can be associated with a neutral mode of the mean vortex profile. On the other hand, if they are not maintained, decay occurs at a rate which corresponds to a Landau pole [15]. Numerical simulations of the Navier–Stokes equations by Turner & Gilbert [15] show how finite thickness cat’s eyes can be generated by forcing an axisymmetric vortex with a rotating strain field. When the strain field is switched on, cat’s eyes form around the radius where the angular velocity of the vortex equals that of the strain field. If the strain field is of high amplitude or left on for a long duration, then when it is turned off, cat’s eyes may persist at a radius whose position depends upon how the perturbation vorticity feeds back to change the axisymmetric basic profile [15]. In contrast, some earlier studies [16] have indicated that when cat’s eyes generated on a Gaussian vortex are vanishingly thin, they are localised at a single specific radius. The full simulations [15] could not access this limit of infinitesimal thickness, as unfeasibly long runs at very small amplitudes and very high Reynolds numbers would have been required.

The purpose of the current work is to ascertain whether finite thickness cat’s eyes on a Gaussian vortex can be maintained at many radii or whether they are restricted to a single specific radius. Can these cat’s eye structures superimposed on the vortex be long–lived and, if so, what are the key properties of the underlying axisymmetric profile which enable it to support a neutral mode? We shall examine these issues by calculating the Landau poles of a model axisymmetric profile with a small flattened region or ‘defect’. Our chosen profile
(detailed in (18) below) comprises a standard Gaussian form supplemented by a three-parameter family of distributions; in essence the three parameters control the amplitude, thickness and location of the defect. This form of vorticity distribution is quite typical of the azimuthal average of a vortex which can sustain a cat’s eyes structure through vorticity homogenization in the eyes.

The present paper is laid out in the following way. In §2 we formulate the Landau pole problem and then in §3 describe how the poles move in the complex plane as the three parameters of the defect are varied. The Landau poles are tracked by solving a suitable eigenvalue problem formulated in Laplace transform space. The results obtained suggest that a profile with a thin homogenized layer of vorticity can support a neutral mode and, in the limit of a vanishingly thin layer, the position of the neutral mode is as predicted by the asymptotic work of Le Dizès [16]. We also examine the large–time behaviour of the far–field stream function and achieve this by solving the linearised Euler equation using a Keller box method [17]. Some concluding remarks are made in §4.

2 Formulation of the Landau pole problem

We consider a vortex governed by the two–dimensional, incompressible Euler equations in standard plane polar coordinates \((r, \theta)\),

\[
\frac{\partial \Omega}{\partial t} - r^{-1}(\partial_r \Psi \partial_\theta \Omega - \partial_\theta \Psi \partial_r \Omega) = 0,
\]

(1)

\[
\nabla^2 \Psi = -\Omega,
\]

(2)

In this system \(\Omega(r, \theta, t)\) denotes the vorticity and \(\Psi(r, \theta, t)\) is the corresponding stream function which can found by inverting (2) and is permitted to grow no faster than \(\ln r\) for large \(r\).

We decompose the vorticity and stream function distributions into an axisymmetric part and a weak non–axisymmetric perturbation,

\[
\Omega = \Omega_0(r) + \epsilon \omega_n(r, t)e^{in\theta} + \text{c.c.} + O(\epsilon^2),
\]

(3)

\[
\Psi = \Psi_0(r) + \epsilon \psi_n(r, t)e^{in\theta} + \text{c.c.} + O(\epsilon^2);
\]

(4)

here the azimuthal modenumber \(n \geq 1\), \(\epsilon \ll 1\) and c.c. denotes the complex conjugate. In this limit (1) and (2) reduce to the linearized Euler equations for the perturbation quantities,

\[
\frac{\partial \omega_n}{\partial t} + in\alpha(r)\omega_n + in\beta(r)\psi_n = 0,
\]

(5)

\[
\Delta \psi_n = -\omega_n, \quad (\Delta \equiv \partial_r^2 + r^{-1}\partial_r - r^{-2}n^2).
\]

(6)
The angular velocity $\alpha(r)$ and the quantity $\beta(r)$ are given by

$$\alpha(r) = -r^{-1} \partial_r \Psi_0, \quad \beta(r) = r^{-1} \partial_r \Omega_0,$$

(7)

where the axisymmetric quantities are coupled via $\Omega_0 = -r^{-1} \partial_r (r \partial_r \Psi_0)$.

The properties of Laplace transforms of (5) have been studied in depth by Briggs et al. [9] and Schecter et al. [10] so we only highlight the main points here. (Further details can be obtained from those papers and [15].) The quantity $n$ which appears in the above equations identifies the particular Fourier mode under investigation; notice that $n = 1$ is a special case of a pure translation, which gives no dynamical effects; hence it is of no interest here [18, 19]. We shall take $n = 2$ in all our subsequent calculations for two main reasons. First, and conveniently, this mode is next sequentially in a general multipole expansion after the $n = 1$ mode. On more physically significant grounds, the multipole expansion of a single vortex in a large scale flow will be dominated by the $n = 2$ component in the presence of long distance interactions with other vortices; for general $n$ the effect of one vortex on another falls off $\propto R^{-n}$ where $R$ is their separation so that the largest dynamical effect corresponds to $n = 2$. We would also expect qualitatively similar results to those described here for the minority of flows for which the $n = 2$ mode is completely absent so that the multipole moment with some other $n > 2$ dominates the dynamical effects internal to the vortex. Notice that although our calculations will be restricted to the $n = 2$ case, we shall retain a general $n$ in our formulation to illustrate the role of the mode number in the structure of the final equations.

We define the Laplace transform pair with respect to $t$ by

$$\tilde{f}(p) = \int_0^\infty e^{ipt} f(t) dt,$$

(8)

$$f(t) = -\frac{1}{2\pi} \int_{-\infty+i\sigma}^{\infty+i\sigma} e^{-ipt} \tilde{f}(p) dp,$$

(9)

with any real $\sigma > 0$. Combining equations (5) and (6) and taking the Laplace transform with respect to $t$ leads to an equation for $\tilde{\psi}_n(r,p)$ of the form

$$\left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{n^2}{r^2} + \frac{n\beta(r)}{p-n\alpha(r)} \right] \tilde{\psi}_n(r,p) = -\frac{i\omega_n(r,0)}{p-n\alpha(r)}.$$

(10)

If the $n^{th}$ multipole moment $Q_n(t)$ is defined by

$$Q_n = \int_0^\infty r^{n+1} \omega_n(r,t) dr \quad (n \geq 1),$$

(11)

then the evolution of $\ln |\text{Re}(Q_2)|$ for a Gaussian vortex acted upon by a weak instantaneous strain [12] is shown in figure 2. Three distinct regimes of decay
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Fig. 2. Plot of \( \ln|\text{Re}(Q_2)| \) for a Gaussian vortex as a function of \( t \). The dashed line gives the regime A decay rate \( \gamma_G = -0.0063 \) from a Landau pole calculation.

Regime A is the quasi–mode period of exponential decay with decay rate \( \gamma_G \approx -0.0063 \) and angular velocity \( \alpha_G \approx 0.0089 \) calculated via Landau pole methods [15], while regimes B and C are related to the large–\( r \) form of the vorticity and the remnant of the vorticity in the core respectively [12]. Schecter et al. [10] give the quasi–mode decay rate as \((0.226 - 0.079i)\Omega_0(0)\) where we have taken \( \Omega_0(0) = 1/4\pi \). The minor difference between the angular velocity values of Turner & Gilbert [15] and Schecter et al. [10] can be traced to the fact that the former was calculated using an infinite domain and the later a large finite domain.

The multipole moment can be written in terms of the far–field form of the stream function by

\[
Q_n(t) = \lim_{r \to \infty} \left( nr^n \psi_n - r^{n+1} \partial_r \psi_n \right),
\]

(see [12]). We impose the boundary condition \( \psi_n = 0 \) at \( r = r_0 \) where we will take the limit \( r_0 \to \infty \) so as to simulate the evolution of a disturbance in an infinite domain.

Equation (10) is solved by means of the appropriate Green’s function [9, 13] which leads to the Laplace transform of the quantity \( Q_n(t) \) expressed as

\[
\hat{Q}_n(p) = -\frac{ir^{n+1}}{\Psi_L(r,p)} \left. \int_0^r s \Psi_L(s,p) \omega_n(s,0) \frac{ds}{r(n\alpha(s)-p)} \right|_{r=r_0},
\]

(12)

where the function \( \Psi_L(r,p) \) satisfies the homogeneous form of (10),

\[
\left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{n^2}{r^2} + \frac{n\beta(r)}{p - n\alpha(r)} \right] \Psi_L(r,p) = 0,
\]

(13)

subject to the condition \( \Psi_L(0,p) = 0 \).
It is clear that (13) potentially has a singularity at the point \( r_s \) where \( \alpha(r_s) = p/n \). If the axisymmetric vorticity profile \( \Omega_0(r) \) is a smooth decreasing function and if \( \beta(r_s) \) vanishes, then it can be shown that there is a neutral mode of the vortex [9]. Conversely, if \( \beta(r_s) \neq 0 \) and \( \Omega_0(r) \) is monotonically decreasing on the whole domain \( r \in [0, r_0] \) then there are no discrete eigenmodes of the vortex [9]. In the first case the function \( Q_n(p) \) possesses a simple pole, which on inverting the Laplace transform, gives rise to an exponential term in \( Q_n(t) \). In the second case however, we have no simple poles of \( Q_n(p) \) and hence no exponential terms in \( Q_n(t) \). All the behaviour of \( Q_n(t) \) is contained in the branch cut along the real- \( p \)-axis in the range \( na(r_0) \leq p \leq n\alpha(0) \). Analytical continuation techniques enable this branch cut to be deformed below the real \( p \)-axis by moving the radial contour of integration in (12) above the real \( r \)-axis. If the branch cut is bent sufficiently then one or more so-called Landau poles \( p_j \) \( (j = 1, 2, 3, \ldots) \) appear in the analytical continuation of \( Q_n(p) \) (the number of poles that are seen depends both on how far the contour is deformed and the exact form of \( \Omega_0(r) \)). When the inversion contour is deformed around a pole and the branch cut, this leads to a term in \( Q_n(t) \) of the form \( e^{-ip_jt} \); although such a term can dominate the early evolution of \( Q_n(t) \) it does not correspond to a normal mode. This Landau pole identifies a complex decay rate \( -ip_j = \gamma_Q - in\alpha_Q \) where \( \gamma_Q < 0 \) and \( \alpha_Q \) are the decay rate and angular velocity respectively. When there are \( N \) Landau poles in the analytical continuation of \( Q_n(p) \), then \( Q_n(t) \) takes the form

\[
Q_n(t) = \sum_{j=1}^{N} f_j e^{-ip_jt} + \text{a branch cut contribution},
\]

where the constants \( f_j \) depend on the initial conditions. The angular velocity \( \alpha_Q \) of each quasi–mode identifies a corresponding critical radius \( r_Q \) at which the fluid particles co–rotate. This radius is found by solving

\[
\alpha(r_Q) = \alpha_Q,
\]

where we have used (7) to write \( \alpha(r) \) as

\[
\alpha(r) = \frac{1}{r^2} \int_{r_0}^{r} s\Omega_0(s)ds.
\]

For a pure Gaussian vortex \( \alpha_G \approx 0.0089 \) which gives \( r_G \approx 4.22 \). With the vortex profiles we consider in this study, small \( \alpha_Q \) corresponds to a large critical radius \( r_Q \), while if \( \alpha_Q \approx \alpha(0) \) then \( r_Q \approx 0 \). With a linear combination of contributions such as in (14) it is not clear just how \( Q_n(t) \) might behave during its early evolution, as the relative values of the quantities \( f_j \) are important. Nevertheless, after a sufficiently long initial transient, it will be the Landau pole with smallest decay rate that will eventually dominate.

To calculate the positions of the Landau poles we used contours in the complex
Fig. 3. Plot of (a) the contour in the complex $r$–plane given by (16) with $\rho_1 = 1.7$ and $\rho_2 = 2$ and (b) a discrete approximation to the continuous spectrum and four Landau poles in the complex $p$–plane for an axisymmetric vorticity profile (18) with $\delta = 0.1$, $\epsilon = 0.5$ and $r_c = 4$.

r–plane, parameterised by $s$, of the general form

$$r(s) = \tan \left( \frac{\pi}{2} \left[ s + i \rho_1 s \exp \left( \frac{1}{\rho_2 (s - 1)} \right) \right] \right),$$  \tag{16}$$

where $\rho_1$ and $\rho_2$ are real constants. As $s$ moves from 0 to 1 so the corresponding $r$-path joins zero to (real) infinity and a typical form of the contour is sketched in figure 3(a).

Equation (13) is integrated from $s = \tilde{s} \ll 1$ to $s = 1$ along (16) using a Runge–Kutta method. As $r \to 0$ it is known that $\Psi_L(r, p) \sim r^n$ and so we impose the initial conditions

$$\Psi_L(r(\tilde{s}), p) = r^n(\tilde{s}), \quad \frac{\partial \Psi_L}{\partial s} = nr'(\tilde{s})r^{n-1}(\tilde{s}),$$  \tag{17}$$

at $s = \tilde{s} \ll 1$. Of course, in general $\Psi_L \neq 0$ at $s = 1$ and so Newton iteration on the eigenvalue $p$ is used to ensure that $\Psi_L$ vanishes at this endpoint. An alternative strategy for solving (13) subject to homogeneous boundary conditions relies on a global eigenvalue method [20], which generates a discrete approximation to the continuous spectrum as well as finding any poles around which the inversion contour has to be deformed. The global method is used to give an initial starting value to the eigenvalue $p$ for the iterative local method, which is generally the more accurate. An example of the global solution to (13) is shown in figure 3(b) which illustrates the continuous spectrum together with four Landau poles.

Bearing in mind our objective to investigate when cat’s eyes structure might be relatively long-lived, we consider the three-parameter family of axisymmetric profiles given by
Fig. 4. Figure showing $\Omega_0(r)$ for $\delta = 0$ (solid line); $\delta = 1$, $\epsilon = 0.5$, $r_c = 3$ (dashed line) and $\delta = 1$, $\epsilon = 0.3$, $r_c = 2$ (dotted line).

$$\Omega_0(r; \delta, \epsilon, r_c) = \frac{1}{4\pi} e^{-r^2/4} + \frac{\delta r_c (r - r_c)}{8\pi} \times \exp\left(\frac{r}{4r_c} \left(2 - \frac{r^2}{r_c^2}\right) - \frac{1}{2} - \frac{(r - r_c)^2}{\epsilon^2}\right). \quad (18)$$

Here $\delta$, $\epsilon$ and $r_c$ denote the amplitude, thickness and radius of the defect respectively. Some sample profiles are shown in figure 4 which illustrates the different forms of $\Omega_0(r)$ as the three parameters are varied. The form of (18) is that of a Gaussian vortex which has been flattened-off in the vicinity of the critical $r_c$; as mentioned earlier this type of profile is characteristic of those for which cat’s eyes are observed. The parameter $\delta$ is a measure of the degree of flattening imposed; clearly when $\delta = 0$ the Gaussian is unaltered and at the other extreme $\delta = 1$, there is a turning point and an inflexion point at $r = r_c$ ($\Omega_0'(r_c) = \Omega_0''(r_c) = 0$) which we shall refer to as a ‘flat region’ for brevity. This zone can be thought of as the azimuthal average of a vortex which has cat’s eyes at a radius $r_c$ of thickness $\epsilon$, which have been formed through some nonlinear mechanism. However, vortices containing cat’s eyes, which have been generated in fully nonlinear simulations, do not have a smooth azimuthal profile [15] but, instead, typically contain a flattened region with fine scale structure due to the nonlinear interactions. They also generally have sharper vorticity gradients around the flattened region than are present in the idealised profile (18). Thus our model used here might be helpful for understanding the behaviours of thin cat’s eyes, but nonlinear interactions need to be considered for our results to be confirmed.
3 Results

In this section we describe results of the Landau pole calculations and the linear code simulations for the profiles given by (18). We shall have frequent cause to refer to the real and imaginary parts of Landau poles $p_j$ and so it is to be remembered that these quantities correspond to $n$ multiples of the angular velocity $\alpha_Q$ and the decay rate $\gamma_Q$ of the vortex quasi-mode respectively.

3.1 Landau pole calculations

The Landau pole calculations rely on the parameters $\rho_1$ and $\rho_2$ in (16) being chosen so that the corresponding contour of the continuous spectrum in the $p$–plane is bent sufficiently to reveal the poles we wish to follow. All the results here used $\rho_1 \in [1.5, 5]$ and $\rho_2 \in [0.4, 2.2]$ with the particular values governed by the nature of the underlying vorticity $\Omega_0(r)$. In the limits of small $\epsilon$ and extreme $r_c$ (either small or large) we found that it was not always possible to track all the poles of interest as the contour in the $p$–plane often becomes very knotted and intricate. Moreover the poles then become easily confused with the continuous spectrum. That said however, we were able to capture the behaviour of the poles sufficiently well to make some useful observations.

We have a three-dimensional parameter space $(\delta, \epsilon, r_c)$ to investigate and for the parameter ranges considered we generally found that the values of $\rho_1$ and $\rho_2$ in (16) led to three Landau poles of interest in the $p$–plane; the only exception occurs when $\delta = 1$ when an extra pole appears. We explored our parameter space systematically by fixing the parameters two at a time and then allowing the third to vary. Figure 5 plots the imaginary parts $\text{Im}(p) = \gamma_Q$ of three Landau poles as the basic vorticity changes.

Figure 5(a) relates to a defect of moderate thickness $\epsilon = 0.5$ positioned at $r_c = 4$ whose amplitude $0 \leq \delta \leq 1$. For $\delta = 0$ we have a Gaussian profile, which has a Landau pole at $p_G = 0.0177 - 0.0063i$, which corresponds to pole 1. As $\delta$ is increased from zero, so poles 2 and 3 move in quickly from the large negative imaginary region of the $p$–plane. One of the poles (pole 3) has a larger decay rate than the other two for all the values of $\delta$ considered and hence is expected to be insignificant for the initial decay of the perturbation. Poles 1 and 2 have very similar decay rates for $0 < \delta < 0.2$, so it is unclear at which rate the vortex quasi-mode will decay in this region. As we approach the case of a flat region at $r = r_c$ in $\Omega_0(r)$ (i.e. the amplitude of the defect $\delta = 1$) then we find that the original Gaussian quasi-mode Landau pole (pole 1) again has the smallest decay rate, and hence should dominate the initial decay of the perturbation.
In figure 5(b) the defect has a small fixed amplitude $\delta = 0.1$ and is positioned at the point $r_c = 4$ but has a variable thickness $\epsilon$. The two Landau poles that had similar decay rates in figure 5(a) continue to do so over the whole range of $\epsilon$ investigated. Pole 3 is again insignificant over most of the $\epsilon$–domain as it has a much larger decay rate than the other two, although, as $\epsilon$ becomes smaller (i.e. as the defect thins) the presence of this third pole becomes more important.

Lastly, the defect in figure 5(c) has a fixed small amplitude $\delta = 0.1$ and is of moderate thickness $\epsilon = 0.5$ but is moved around by varying $r_c$. Close to $r_c = 4$ the two poles which were almost coincident in figure 5(a) remain near to each other, and actually swap places. We would therefore expect the decay rate of the perturbation to change between these two values with a corresponding jump in frequency (cf. figure 10 later). Pole 3 again remains insignificant for the values of $r_c$ considered here; however for large $r_c$ (i.e. when the defect is positioned well away from the vortex core) this pole tends to the Landau pole value for a Gaussian vortex noted earlier. As $r_c$ is moved towards the origin, with $\epsilon$ still moderately large, the core of the vortex becomes increasingly deformed and sharp gradients of vorticity form around the defect. Consequently results with $r_c < 1$ and moderate $\epsilon$ need to be treated with care although if the thickness of the defect $\epsilon$ is reduced as $r_c$ moves towards the
Fig. 6. Plot of (a) the frequency or real part \( \text{Re}(p_j) = n\alpha Q \) and (b) the decay rate or imaginary part \( \text{Im}(p_j) = \gamma Q \) of four Landau poles as a function of \( r_c \) for \( \delta = 1.0 \) and \( \epsilon = 0.5 \).

origin then results for smaller values of \( r_c \) can be attained.

Figure 5(a) suggests that when there is a flat region in the profile (\( \delta = 1 \)) there appears to be a single Landau pole which dominates the decay of the perturbation. This is examined further in figure 6 which shows the real and imaginary parts of the significant Landau poles as functions of the defect position \( r_c \) for amplitude \( \delta = 1 \) and thickness \( \epsilon = 0.5 \). We see that there are now four Landau poles which appear in the region of the \( p \)-plane we consider. Figure 6(b) shows that poles 3 and 4 are not important in the evolution of the perturbation, as their decay rates are larger than the other two. When \( r_c > 4.5 \) there are two poles close together, and so we expect these to combine together to affect the decay rate of perturbations to the vortex. For \( 1 < r_c < 4.5 \) there is just one pole that dominates the decay of the vortex perturbation and it is this pole on which we concentrate now. This pole is significant because at \( r_c \approx 2.6 \) the vortex has a decay rate of only \( \gamma Q \approx -6.4 \times 10^{-5} \), and so at this location the vortex perturbation will decay extremely slowly. Indeed, this decay is so slow that it suggests that only tiny changes to the details of the defect might be sufficient to ensure that \( \gamma Q = 0 \) thereby forming a neutral mode.

Figure 7 illustrates \( \text{Im}(p) = \gamma Q \) for the Landau pole with the smallest decay rate, as a function of defect position \( r_c \), for \( \delta = 1 \) and various values of \( \epsilon \). We see that as the defect thickness \( \epsilon \) decreases from \( \epsilon = 0.5 \) (solid) the maximum growth rate value increases. However when \( \epsilon = 0.3 \) (dotted) we see that there are now two maxima in the growth rate curve and these both have \( \gamma Q = 0 \), i.e. they are both neutral modes of the vortex. As \( \epsilon \) is reduced further so both the neutral modes remain, but their positions separate. This suggests that cat’s eyes of a given finite thickness \( \epsilon \), which have an azimuthal average profile that contains an annulus of homogenized vorticity, can persist at two distinct radii. As \( \epsilon \to 0 \) we expect to recover the result of Le Dizès [16] who showed that vanishingly thin cat’s eyes can only possess a neutral mode at the one radius.
Fig. 7. Figure showing the decay rate $\gamma_Q = \text{Im}(p)$ for the Landau pole with the smallest decay rate as a function of $r_c$ with $\delta = 1$ and $\epsilon = 0.5$ (solid), 0.4 (large dash), 0.3 (small dash), 0.2 (dotted) and 0.1 (dot-dash), from the middle to top right.

Fig. 8. Plot of (a) $r_c$ and (b) $\text{Re}(p) = 2\alpha_Q$ where the maximum value of $\gamma_Q$ occurs as a function of $\epsilon$. The numbers indicate the two branches of solutions.

Figure 8(a) plots the value of $r_c$ at which the maximum value of $\text{Im}(p) = \gamma_Q$ occurs as a function of the defect thickness $\epsilon$ (with $\delta = 1$). When $\epsilon \lesssim 0.35$ there are two positions at which the maximum $\gamma_Q$ occurs; at these points $\gamma_Q$ is zero and so these correspond to neutral modes. Figure 8(b) shows the dependence of $2\alpha_Q = \text{Re}(p)$ where the minimum value of $\gamma_Q$ occurs as a function of the thickness $\epsilon$. The neutral mode which moves towards the origin (branch 2) has an angular velocity which increases as $\epsilon$ is reduced, and in the limit $\epsilon \rightarrow 0$ so $\alpha_Q \rightarrow 1/4\pi$. Le Dizé [16] has shown that a vanishingly thin critical layer cannot exist at the origin, and we leave the issue of the limit $\epsilon \rightarrow 0$ along branch 2 as a topic for future study. Linear extrapolation suggests that the
Fig. 9. Plot of $r_Q - r_c$ against $r_c$ for $\delta = 1$ and the values of $\epsilon$ and the line styles from figure 7 with $\epsilon = 0.5$ at the bottom to $\epsilon = 0.1$ at the top. The solid horizontal line represents the line $r_Q = r_c$.

position and angular velocity of the branch 1 neutral mode tend to $r_c = 3.448$ and $\alpha_Q = 0.0127$ as $\epsilon \to 0$. Both of these results agree with the results $r_{LD} = 3.44$ and $\alpha_{LD} = 0.0127$ derived Le Dizès [16] with errors of less than 1%.

An explanation for the occurrence of the two neutral modes seen in figures 7 and 8 is offered by figure 9. This shows the form of $r_Q - r_c$, found by solving (15), as a function of $r_c$ for $\delta = 1$ and the five chosen defect thicknesses used in figure 7. We see that when $\epsilon = 0.4$ or 0.5 the critical radius $r_c$ always exceeds $r_Q$. This implies that the critical radius of the quasi–mode never occurs at the flat centre of the defect in the profile; in other words the singular point $r_Q$ of (13) never occurs where $\beta = 0$. On the other hand the curves for other thicknesses have $r_Q = r_c$ twice at the two values of $r_c$ given in figure 8(a). Thus the positions of the neutral modes correspond to points where the quasi–mode critical layer occurs exactly at the centre of the flat region of the profile, i.e. the singular point of (13), $r = r_Q$, is where $\beta = 0$. As the thickness $\epsilon$ of the flat region is reduced from 0.5 (reading up the curves) we find that the peak of the growth rate curve moves towards the line $r_Q = r_c$ and at $\epsilon \approx 0.35$ the curve and line become tangent to one another and there is a single neutral mode of the vortex. For values of $\epsilon \lesssim 0.35$, there are two neutral modes; one of these moves towards $r_c = 3.448$ and the other approaches $r_c = 0$ as the defect thickness $\epsilon \to 0$.

3.2 Comparison with linear code

Next we compare our Landau pole calculations with results determined by numerically solving (5) using a Keller box [17] routine from the NAG suite;
Fig. 10. Plot of (a) the real part and (b) the imaginary part of the growth rate calculated via the linear code (dotted line) as a function of $r_c$ for $\delta = 1$ and $\epsilon = 0.5$. The solid line and the large dashed line show the two Landau poles with largest growth rates in this region of interest. For $r_c \lesssim 5$, the solid and dotted lines are indistinguishable.

see [12] for more details. The scheme imposes an external flow which instantaneously distorts the vortex and then allows it to evolve freely over time. This problem is of initial value type and so the decay rate and angular velocity measured from the solution of (5) are time dependent. To estimate the values $\gamma_Q$ and $\alpha_Q$ we took the best linear fit of the data between two time values which occur just before the vortex leaves the linear decay part of its evolution (i.e. just before the vortex leaves regime A in a case such as figure 2). These times were decided by a preliminary run of the code, from which we estimated the instant $t_2$ when the vortex changes regime. The earlier time was then taken to be $t_1 = t_2 - 1000$, and then a re–run of the code gave decay rates and angular velocities that agree very well with the Landau pole theory.

The results outlined in §3.1 show that in certain regions of our three–dimensional parameter space one Landau pole dominates over the others, and hence we expect the multipole moment $Q_2(t)$ to decay exponentially with a decay rate and angular velocity given by this Landau pole. However this is not completely obvious because this quasi–mode decay is just a transient (see regime A in figure 2) and so there is only a finite time over which a decay rate can be measured before the contribution from the branch cut takes over. Hence to assess at what rate the vortex perturbations actually decay in the early stages we used the numerical scheme above to compare with our Landau pole results.

Figure 10 shows results from the solution to the linear equations (5) and (6) together with the Landau poles corresponding to the smallest decay rates for amplitude $\delta = 1$ and thickness $\epsilon = 0.5$ as in figure 6. Figure 10(a) demonstrates very good agreement between the predictions of the linear code and the real part of the Landau pole with the larger of the two angular velocities, at least for $2.5 < r_c < 5$. However, when the flat defect is centred at $r_c \approx 5$, a sudden change in the angular velocity of the perturbation occurs and the linear code
results correlate with the Landau pole with the smaller of the two angular velocities once \( r_c > 5 \). The reason for this frequency jump is suggested in figure 10(b) which shows the imaginary part of the Landau pole \((= \gamma_Q)\). The linear code gives a growth rate that agrees with the Landau pole with smallest decay rate for \( 2.5 < r_c < 5 \); however at \( r_c \approx 5 \) another Landau pole acquires a smaller decay rate, and so the vortex perturbation switches onto this new rate, with the corresponding angular velocity given by this pole (see figure 10(a)). The reason the two methods are not in complete agreement for \( r_c > 5 \) is because when the decay rates of these two Landau poles become close, the vortex decays with a linear combination of the two decay rates and frequencies and distinguishing between them is not particularly easy.

Figure 11 considers the far–field amplitude \( \ln |Q_2(t)| \) for a vorticity profile with amplitude \( \delta = 1 \), thickness \( \epsilon = 0.5 \) and defect position \( r_c = 5.2 \) (solid). This value of \( r_c \) lies close to the point where the two growth rate curves meet in figure 6(b). The two straight lines represent two decay rates: the first given by the best fit analysis of the linear code (dashed) and the second by the dominant Landau pole (dotted). We can see that due to the oscillations in \( \ln |Q_2| \) a best fit line would depend on the time interval chosen in which to take the approximation and because this initial exponential decay is only a transient we cannot integrate until one Landau pole clearly dominates the solution; this is the reason for the small discrepancy between the results in figure 10 once \( r_c > 5 \). The decay rate given by the Landau pole in figure 11 (dotted) is in good agreement with the decay rate of \( \ln |Q_2| \), and hence the vortex perturbation really does diminish at the rate corresponding to that Landau pole with the slowest decay rate.

The Landau pole calculation in figure 7 of §3.1 shows that for defect thicknesses
Fig. 12. Plot of $\text{Im}(p) = \gamma Q$ calculated by the linear code (dashed) and the Landau pole code (solid) as a function of $r_c$ for $\delta = 1$, and $\epsilon = 0.3$.

Fig. 13. Curve 1 shows a plot of $\ln \left| \text{Re}(Q_2(t)) \right|$ when $\delta = 0$. Curves 2–5 all relate to the case when $\delta = 1$ and $\epsilon = 0.5$ but with $r_c = 10, 9, 6$ and 1 respectively.

$\epsilon < 0.35$ there are two positions $r_c$ where $\text{Im}(p) = \gamma Q = 0$, and hence two radii which can support a neutral mode. We can confirm that a vortex does admit these two neutral modes by using the linear code for the basic profile with $\delta = 1$ and $\epsilon = 0.3$. The outcome is illustrated in figure 12; it is concluded that the linear code (dashed) and the Landau pole result (solid) are in excellent agreement, and the frequencies $n \alpha_Q = \text{Re}(p)$ from the two calculations (not shown) turn out to be indistinguishable over this range of $r_c$.

Figure 13 plots $\ln \left| \text{Re}(Q_2(t)) \right|$ for the Gaussian vortex and four vorticity profiles all with defect amplitude $\delta = 1$, thickness $\epsilon = 0.5$ but with various positions in the range $1 \leq r_c \leq 10$. The Gaussian vortex (curve 1), discussed in §2, has an initial period of exponential decay with $\gamma_G \approx -0.0063$ followed by an interval of decay related to the large–$r$ form of the vorticity and finally
a region of algebraic decay linked to the remnant of vorticity in the core of the vortex (see regimes B and C of figure 2). What makes figure 13 so interesting is that all the results with $\delta = 1$ (curves 2–5) appear to decay at exactly the same rate and with the angular velocity of the Gaussian vortex (curve 1), at least up to some time. Thereafter they start to decay exponentially at a rate determined by the dominant Landau pole. Finally, when $|Q_2|$ drops below some threshold, the vortex perturbation begins to decay algebraically (see curve 4) as for the $\delta = 0$ case. Curve 4 with $r_c = 6$ exhibits a small region of non–exponential decay at $t \approx 2500$ before decaying at the Landau pole value. The decay rates for $r_c = 10$ and 9 (curves 2 and 3 respectively) both tend to the exponential decay rate given by the dominant Landau pole. At larger values of $r_c$ the amplitude threshold for the algebraic decay may be reached before this period of exponential decay occurs; in this case the exponential decay may not be observed.

![Fig. 14. An $n = 2$ quasi–mode within a profile (18) with $\delta = 1$, $\epsilon = 0.3$ and $r_c = 2.85$ at (a) $t = 200$ and (b) $t = 1000$. The grey scale is as in figure 1.](image)

The features in real space of a quasi–mode for a profile (18) with a defect are illustrated by figure 14, which can be compared with the purely Gaussian case in figure 1. This figure shows a $n = 2$ disturbance to a profile with a defect at $r_c = 2.85$. Again we see a combination of spiral wind–up coupled with the modal behaviour, in which the elliptical distortion gives a sign of vorticity that depends on angle $\theta$ rather than on radius. At the early time, the picture 14(a) is similar to the Gaussian case in figure 1(a) with the flat defect at $r_c = 2.85$ clearly visible. However at late times in figure 14(b) we note that the elliptical distortion is still present (unlike in the Gaussian case), showing that the quasi–mode persists in this case, and we have a neutral mode. We can also see how the defect interacts with the vorticity in the neighbourhood of $r_c = 2.85$, where the spiral arms are broader. It is in this region where cat’s eyes (of a width of order $\epsilon = 0.3$) could be maintained in the full nonlinear problem.
4 Conclusions

In this paper we have studied how an axisymmetric vortex relaxes after being subjected to a weak, instantaneous, non-axisymmetric forcing. This has been accomplished using a two-pronged numerical approach: one of these relies on the tracking of Landau poles in the complex plane while the other is a Keller–box strategy applied to the linear problem. Our underlying vortex has been taken to be a Gaussian type which has been modified by inclusion of a zone where the profile is artificially flattened. After a transient, the non-axisymmetric perturbation decays with a decay rate and frequency fixed by that Landau pole which has the least negative imaginary part. The time taken for the perturbation to start to decay at this Landau pole rate depends upon the structure of the axisymmetric profile.

For a profile with a flat region of thickness $\epsilon \lesssim 0.35$ positioned at $r = r_c$, we have shown that two neutral modes exist at two distinct values of $r = r_c$. Moreover, in the limit as the defect thickness $\epsilon \rightarrow 0$ one of these neutral modes moves to the point $r_c = 3.448$, in accord with the asymptotic results of Le Dizès [16]. Thus this study suggests that when cat’s eyes below a critical thickness are generated in a vortex via a nonlinear mechanism, they can persist at two distinct radii. However nonlinear mechanisms rarely give axisymmetric profiles as clean as the ones studied in this paper and the fine scale structure within the eyes often becomes significant. It is clear that further detailed numerical work is required to ascertain whether our conclusions can be extended to nonlinear situations.
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