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Abstract

The experience of the body as a single coherent whole is based on multiple local sensory signals, integrated across different sensory modalities. We investigated how local information is integrated to form a single body representation and also compared the contribution of proprioceptive and visual information both in expert dancers and non-dancer controls. A number of previous studies have focused on individual differences in proprioceptive acuity at single joints and reported inconsistent findings. We used the established endpoint position matching task to measure absolute and directional errors in matching the position of one hand with the other. The matching performance was tested in three different conditions, which involved different information about the target position: only proprioceptive information from a ‘target’ hand which could be either the left or right, only visual information, or both proprioceptive and visual information. Differences in matching errors between these sensory conditions suggested that dancers show better integration of local proprioceptive signals than non-dancers. The dancers also relied more on proprioception when both proprioceptive and visual information about hand position were present.
Introduction

Proprioception refers to the sense of position and movement of one’s own body parts (see Sherrington 1907). Several classes of receptors contribute to proprioception, including muscle, joint, and skin receptors. Muscle spindle afferents are the most studied class of proprioceptive receptors, and play a key role in limb position sense (for an overview see Gandevia 1996), though joint and cutaneous afferents are also important in fine proprioceptive resolution (Ferrell and Smith 1988). In any case, proprioception is a key source of the mental representation of the body (Graziano and Botvinick 2002).

Previous studies of proprioception have focused on local information about the position of a single body part. However, we sense our body as a coherent whole, and proprioceptive perception of body position in space can be both phenomenally clear and highly accurate. For example, if one hand is placed anywhere in reachable space, it is relatively easy for a healthy individual – with or without vision – to bring the other hand to the same position. In fact, several neural computations underlie this ‘proprioceptive matching’ process. First, local proprioceptive information about the angles of individual joints must be combined to compute the position of the hand in space (Wolpert and Ghahramani 2000). Second, proprioceptive information must be integrated across the target hand and matching hand (Swinnen and Wenderoth 2004). This bilateral integration could involve linking individual limb-specific representations to a representation of the whole body, based on a common “egocentre” (Loomis and Lederman 1986). Third, and most importantly, the proprioceptive information must be correctly
integrated with other sensory modalities, notably vision, to provide coherent perception of the body as a whole. This study investigated these multisensory transformations by measuring effects of expertise in multi-joint integration across limbs under different sensory conditions.

To do this, we used a simple endpoint position matching task (Von Hofsten and Röblad 1988; Haggard et al. 2000; Jones et al. 2010; Van Beers et al. 2002; Wann 1991) where subjects indicate the perceived position of one hand (the ‘target hand’) when it is placed at a target location on a horizontal surface by reaching with their other hand to the matching location from under the surface. Successful performance of this task in the absence of vision requires integrating proprioceptive information from several joints and muscles within the limb, to compute the position of the target hand in space. Further, the sensory information about the target can be systematically manipulated. For example, absolute matching errors in terms of the error vector are generally greater when subjects have proprioceptive information about the target location but cannot see it, compared with when they can see the target location but cannot touch/feel it. A small further improvement occurs when both visual and proprioceptive information about the target location are available (Van Beers et al. 2002; Haggard et al. 2000; Von Hofsten and Röblad 1988). In addition, the spatial pattern of matching error depends on the kind of sensory information available about the target, and on whether any proprioceptive information about the target position comes from the left or right arm (c.f. Haggard et al. 2000). As the matching errors for the left and right target hands were similar in size but
mirrored in direction, Haggard et al. (2000) suggested that this so-called ‘hand bias effect’ indicates that subjects do not represent their body limbs in space by one single unified representation but two separate frames of reference originating at each shoulder. These frames might be described as ‘propriocentres’. The endpoint position matching task can therefore provide evidence about the accuracy of different sensory modalities, about integrating of position information across multiple joints and about the extent to which subjects represent their bodies as coherent wholes.

Between-group differences in endpoint position matching have been used to study development (Nardini et al. 2010), impairment (Mon-Williams et al. 1999; Wann 1991) and age-related decline (Goble et al. 2009). For example, using this particular task, Nardini et al. (2010) showed that cross-modal integration was developed much earlier than previously reported, specifically before the age of six. However, while previous studies have identified dancers (Kuni and Schmitt 2004; Ramsay and Riddoch 2001) and gymnasts (Lehart et al. 1996) as showing superior perception at single joints, to our knowledge superior multisensory representation of endpoint position has not yet been studied. Finally, a number of studies have investigated differences in matching acuity between right and left target hands by using similar tasks, to study effects of handedness (for a review see Goble and Brown 2008). Here we have used the endpoint matching task to investigate how the brain integrates proprioceptive information across several individual joints to compute the location of the hand in
space. We have investigated the multisensory basis of this representation in both non-dancers and expert dancers.

To achieve excellence in a dance performance, dancers must have outstanding proprioceptive ability to represent limb position in space. Studies of proprioception in dancers have generally focussed on postural motor responses (Golomer and Dupui 2000), or local proprioception at single joints (see above), rather than on endpoint position and multisensory integration. Also, some studies investigating local proprioception in dancers’ lower limbs have reported no effect (Schmitt et al. 2005) or even an inverse effect of training (Barrack et al. 1984). Hence, any proprioceptive expertise may be specific to the postures across multiple joints in which the person is trained, and may not transfer to other postures. We therefore investigated the perceived position of the hand in space in dancers and in non-dancers, in order to address the representation of the body in space.

Here, our interest in multisensory integration and superior proprioception prompts three specific assumptions. First, dancers should show superior proprioceptive acuity compared to non-dancers (Ramsay and Riddoch 2001), implying smaller errors when the matching is based on proprioception. Second, dancers should have a more coherent body representation than non-dancers, leading to more similar matching responses whichever arm is used for matching. Third, dancers should show a stronger weighting of proprioceptive signals in multisensory conditions, relative to non-dancers.
Confirmation of these hypotheses could advance understanding of how local proprioceptive information is integrated into a whole representation of the body, and how proprioceptive information is fused with other senses in novices and experts. Evidence for differences between these groups could be important both for motor learning and rehabilitation.

Methods

Subjects

Twelve expert dancers (age range = 18-21 years, M = 19.08, SD = 1.0, 10 females, all right handed) and twelve healthy subjects with no formal dance experience and no other form of professional physical training (age range = 20-24 years, M = 21.75, SD = 1.42, 9 females, 2 left handed) participated with local ethical committee consent, and without knowledge of the experimental hypotheses. Only subjects with no history of injury to the upper body took part in the study. Their handedness was determined from their reported (and observed) writing hand, which is the most unequivocal indicator of hand preference (Dragovic 2004). We did not address questions of hand dominance, as they were not part of our study, though we noted that exclusion of the two left-handed subjects did not change the pattern of results.

The dancers had had at least two years of daily dance training, both in classical ballet with a minimum of 7.5 hours a week, and in contemporary dance with a minimum of 20 hours a week. At the time of testing, all dancers were
actively training at BA or MA level in recognised higher education dance schools, from which they were recruited.

*Apparatus and Procedure*

Subjects were seated comfortably in front of a horizontal table (height 120 cm) made from thin Perspex sheet (Figure 1). The top of the Perspex was covered with black paper. Five target locations were marked on the table by 7 mm-diameter raised paper discs. The targets were aligned on the left-right axis with 11.1 cm spacing between centres. The subject’s sternum was aligned with the central target (sternum-target distance: 31 cm). A Logitech Webcam camera mounted upon a small tripod was placed centrally under the Perspex sheet with the lens aligned horizontally and thus parallel to it, ensured by the use of a spirit level. The camera image was aligned with four fiducial points on each corner of the Perspex sheet before each experimental block, to ensure standardised capture of position information with 640 x 480 pixels. On each trial, an image was taken, showing the Perspex table from beneath, including the location of the subject’s index finger of the matching hand as they matched the target location, and also points corresponding to the target locations on the upper surface of the table. To help identify the precise matching location by image analysis, we placed a small black marker on the subject’s index fingernails of the matching hand.

----- Insert Figure 1 about here ------
Task and Design

The experimental design was based on previous studies using the endpoint position matching task (Haggard et al. 2000; Wann 1991). Subjects matched one of the five different target locations on the upper surface of the table by making a pointing movement underneath the table to the estimated corresponding location. Subjects perceived the actual target location either proprioceptively, visually, or both, according to condition (Figure 2). Only the sensory information about the target location above the table was modified, while the motor constraints for the matching hand to match the target location of the target hand remained similar. The underside of the table was entirely smooth and thus carried no information about the target location.

----- Insert Figure 2 about here ------

Varying sensory information about target position was provided in three blocked conditions. In the proprioceptive: proprioceptive (P:P) condition, subjects were blindfolded. The experimenter passively placed the subject's index finger of the target hand on one of the five targets above the table. Each subject thus received proprioceptive information about the position of the target, and used this to direct the matching movement under the table to place their fingertip immediately beneath the target. Once the estimated location was reached, the subject briefly held their matching finger in this location while their fingertip position was photographed. The subject then returned the target and matching
hands to their lap. In the visual:proprioceptive (V:P) condition, the experimenter verbally identified a target by a number written next to the target. Subjects were asked to fixate the target throughout each trial, but not to touch it or place their target hand on the upper surface of the table. Thus, they had only visual information about the target location. Finally, in the visual-proprioceptive:proprioceptive (VP:P) condition, subjects received multisensory information about target location, from both vision and proprioception throughout each trial. The experimenter announced the target number and subjects made visually-guided reaching movements to place their index finger of the target hand on the designated target. They then moved the matching hand to the corresponding location underneath the table. Both hands were returned to their lap between trials. Note that there were two important differences between the V:P and P:P conditions: the availability of visual position information, and the presence of an active movement to the target location. Here, we consider the availability of visual information about target position to be more important, since Jones et al. (2010) found no difference in proprioceptive target location estimates between active and passive locations of the target hand. Thus, the experimental design ensured that conditions differed in the sensory information about the target location (i.e. visual and/or proprioceptive), and not in the sensorimotor control of the matching hand. Specifically, the movement of the matching hand under the table was not experimentally modified across the three conditions, so cannot explain any differences in matching error according to the sensory information available about target position. Also, subjects were asked to match
the target location in their own time, and to avoid gross variations in movement speed.

Both hands were tested in each sensory condition in counterbalanced order. Thus, we designated either the left or right hand as the target hand in a particular block. In the P:P and VP:P conditions, one hand served as the target hand and was placed on the target locations, while the other hand served as the matching hand. In the V:P condition there was no target hand, as subjects experienced the target only visually. Instructed target location was varied randomly, with each of the five target locations being repeated six times. Hence, each subject made a total of 180 matching attempts: 3 sensory conditions x 2 target hands x 5 target locations x 6 repetitions.

**Analysis**

Matching error was defined as the distance between the target point (above the table) and the subject’s matching index finger location (underneath the table). The error between each matching location and instructed target was digitised (ImageJ v1.41: http://rsbweb.nih.gov/ij/) and judged by 2 independent raters. The second rater judged a subset of the data (480 trials). The two raters’ measurements correlated 0.8 in the X dimension and 0.9 in the Y dimension (Pearson’s r). Matching errors were then converted from pixels to millimetres based on the ratio of the distance between target points on the table top and their distance in the pictures for each subject. Absolute matching error was defined as the length of a vector between target and matching location. We also calculated
the components of the error vector in the X (frontoparallel, left-right) and Y (anterioposterior, front-back) directions (Figure 2).

Mixed-design ANCOVA was used for statistical analysis. Age was included as a covariate, since the dancers were significantly younger than the non-dancers (see subjects), \( t(22) = 5.32, P < .001 \) (assumption of homogeneity of regression slopes was approved). The average time in seconds for each trial was \( M = 6.06, SD = 0.67 \), and did not differ between groups (\( P > .1 \)). We had, however, clear directional predictions regarding our three main research questions (see introduction) based on previous studies. Therefore, one-tailed tests were sometimes used. These are clearly identified and justified in the results section.

Analyses of proprioceptive acuity were based on absolute matching error (length of the error vector). For analysis of effects of target hand and body representation coherence, the x- and y- components of the constant error were analysed separately, since spatial matching errors can be described by Cartesian error components (e.g., Haggard et al. 2000). Finally, we investigated multisensory fusion by quantifying to what extent hand-specific biases were present in each sensory condition. For this, we modelled x- and y- matching errors separately as a function of the target hand and the five different target locations by means of regression analyses.
Results

Matching accuracy

Absolute matching accuracy, defined as the mean length of the error vector for each group and condition, is shown in Figure 3. As can be seen, for both dancers and non-dancers, matching was least accurate in the P:P condition, much more accurate in V:P and more accurate still in the multisensory VP:P condition, with means of 4.77 cm (SE 0.30), 2.82 (0.23), and 2.16 (0.14), respectively. There was a significant main effect of condition: F(2, 42) = 5.24, P < .01. All post-hoc comparisons between sensory conditions were significant, t(23) = 5.38 for PP vs. VP; t(23) = 8.56 for PP vs. VPP; t(23) = 4.03 for VP vs. VPP, respectively (all P < .01 with Bonferroni correction at alpha 0.05). Thus, performance was best in VP:P followed by V:P, followed by P:P, corroborating previous studies.

----- Insert Figure 3 about here ------

The between-subjects factor group (dancers vs. non-dancers) was also significant, F (1, 21) = 3.00, P < .05 (one-tailed) with dancers showing lower mean error vectors than non-dancers, 2.72 (0.32) vs. 3.78 (0.32). Most importantly, the interaction between group and sensory condition was also significant, F(2, 42) = 7.26, P < .01. Follow-up simple effects analyses to explore this interaction showed that differences between the groups were significant only
for the P:P condition, $F(1, 21) = 9.48, P < .01$ (Bonferroni corrected at alpha 0.05), but not for the V:P or VP:P conditions ($P > .6$).

*Body coherence: spatial pattern of matching errors*

The spatial pattern of matching errors was compared between each combination of group, condition, and hand to identify biases in the perceived position of the target hand. The results of the analysis with mean constant errors in the $x$- and $y$-directions are shown in Figure 4.

----- Insert Figure 4 about here ------

As visible in Figure 4, there were clear differences in target location estimation between the two target hands: in all but one condition, the right target hand was perceived as being shifted to the right and rotated clockwise, while the left hand, placed in identical target locations, was perceived as shifted leftward and rotated counterclockwise. That is, the biases of the two hands were mirror-symmetric, producing a cross-over appearance in the graph of the matching attempts, the ‘hand-bias’. Three aspects of this hand-bias are noticeable in Figure 4. First, the hand bias was most evident in the P:P condition, suggesting that it is an effect driven by proprioceptive information about the target. Second, the hand-bias was less prominent in dancers than in non-dancers, suggesting a more coherent and less limb-specific representation of target hand position for the dancers. And third, in the V:P condition, the non-dancers' matching errors resulted in a bowing pattern of the estimated target positions in both hands, while
the dancers showed a reduced version of the cross-over effect. To test the significance of these observations, we performed ANCOVAs on translation and rotation biases.

Matching responses in the P:P condition seem to be a geometric transformation of the target locations, involving both a rotation and a translation (Figure 4). To capture this transformation, we fitted linear regressions to matching errors, and tested the resulting regression coefficients. Separate regressions were performed for each subject’s x- and y-errors, and for each target hand, and sensory condition. The regression slope for y-errors measures the rotation bias that produces the cross-over effect in Figure 4, while the intercept for x-errors measures the translational shift along the x-axis towards the target hand. A mixed-design ANCOVA on the regression slope of the y-errors, with the factors of sensory condition (P:P, V:P, VP:P), group (dancers vs. non-dancers), and target hand (right vs. left) was used. Age was again entered as a covariate, but was not significant here (P > .5). The ANCOVA showed a significant main effect of target hand, $F(1, 22) = 95.14, P < .001$, confirming the cross-over effect seen in Figure 4. There was an interaction between target hand and sensory condition, $F(1, 22) = 61.46, P < .001$, because the rotation bias was stronger in P:P than the other conditions. There was a further three-way interaction with group, $F(2, 44) = 3.18, P = .05$, as dancers showed a reduced hand-bias (Full results are given in Supplementary Table 1). This three-way interaction depended critically on the P:P condition: when the P:P condition was
omitted this interaction became non-significant (P > .3). No other effects or interactions were significant.

----- Insert Table 1 about here ------

We applied the same ANCOVA design as above to the calculated intercept values of the x-error regressions (Supplementary Table 1). Age was again a non-significant covariate (P > .1) The ANCOVA showed main effects of hand, \( F(1, 22) = 69.72, P < .01 \), and condition, \( F(2, 44) = 7.65, P < .01 \), a two-way interaction between these factors, \( F(2, 44) = 43.16, P < .01 \), and a further three-way interaction between hand, condition, and group, \( F(2, 44) = 3.59, P < .05 \). Again, the three-way interaction on the intercept depended critically on the P:P condition: omitting the P:P condition made the interaction non-significant (P > .7). No other effects or interactions were significant. These analyses show that the cross-over effect was proprioceptive in origin, and was significantly reduced in dancers relative to non-dancers. This suggests that the dancers had a more coherent body representation than non-dancers, in the sense of a reduced discrepancy between proprioceptively perceived positions of the two hands.

**Visual-proprioceptive integration**

In the VP:P condition, both visual and proprioceptive information about target position was available. Hence, the magnitude of hand bias in the VP:P condition may reveal the contribution of proprioception to perceive a position when vision and proprioception are both available. Therefore, the rotational bias
in the multisensory VP:P condition (calculated as the difference between the y-regression slopes for the two hands), and the translational bias (calculated as the difference between x-regression intercepts for the two hands) were expressed as a percentage of the bias in the P:P condition (Supplementary Table 1). The resulting percentage estimates described the contribution of proprioception to matching in the multisensory VP:P condition for each subject. Two non-dancers showed small P:P rotational biases, so that the distribution of percentage values was highly non-normal. Median values and non-parametric testing were therefore used.

For non-dancers, 23% of the P:P rotation bias was present in the VP:P condition. Dancers showed 37% of the P:P rotation bias in the VP:P condition. Dancers thus relied more on proprioception than non-dancers in multisensory conditions. This confirms the impression given visually (Figure 4): dancers showed a stronger cross-over effect than non-dancers in the VP:P condition. We found similar results for the translational bias (23% of the P:P translational bias was present in the VP:P condition for non-dancers, 46% for dancers). The percentage values were compared between groups using the Mann-Whitney test. Since we already showed more reliable proprioceptive information in dancers than in non-dancers (see above) we predicted greater reliance on proprioception in dancers than non-dancers, based on models of multisensory fusion (Ernst and Banks 2002). Therefore, one-tailed tests were used. The proprioceptive contribution to performance in the multisensory VP:P condition was significantly
greater in dancers than non-dancers for the rotation bias, \( U = 104, P(Z(U)) < .05 \) one-tailed, and for translation bias, \( U = 101, P(Z(U)) < .05 \) one-tailed.

**Discussion**

We investigated multisensory perception of the position of the hand in space by asking expert dancers and non-dancers to perform an endpoint position matching task. Our data confirmed all three original hypotheses: First, dancers showed smaller error vectors when matching the target location based on proprioception. Second, dancers’ matching errors depended less on which hand was used as the target than those of non-dancers. Third, dancers weighted visual and proprioceptive information about target hand position differently from non-dancers. Therefore, dancers are better able to integrate local proprioceptive information from multiple joints to represent the position of the hand in space, have increased integration of the two arms into a single coherent body representation, and rely less on vision relative to non-dancers.

Our results also replicated previous findings using the endpoint matching task. The acuity with which the target hand was perceived varied according to the sensory information about target position. Accuracy was best when subjects had both visual and proprioceptive information about target position, worst when they had only proprioceptive information, and intermediate when only visual information was available (Von Hofsten and Röslad 1988; Wann 1991). Then, \( x \)- and \( y \)-directional matching errors produced a spatial error pattern that was specific to the target hand, particularly in the P:P condition when only
proprioceptive information about target position was available. In that case, matching errors showed a distinctive cross-over effect in both groups (Haggard et al. 2000). Thus, proprioception seems to be linked to a specific ‘propriocentre’ for each arm, perhaps corresponding to the shoulder of origin. Thus, no single ‘egocentre’ exists for proprioception, in contrast with vision (Mitson et al. 1976).

Due to extensive training, dancers differ from non-dancers in terms of how they perform certain movements. Notably, they show greater range of movement. Further, dancers maintain trunk stability while moving the limbs. However, these biomechanical factors cannot explain differences between our P:P and VP:P conditions, which involve very similar bimanual limb postures and moves. Thus, while the general pattern of matching errors (cross-over effect) may indeed reflect biomechanical constraints, the multisensory effects observed here can not be explained by postural or biomechanical differences.

Our study showed evidence for several differences in body representation between expert dancers and non-dancers. We found proprioceptive representation to be more accurate in dancers than in non-dancers. This was predicted from previous studies (Lephart et al. 1996; Ramsay and Riddoch 2001). However, our result extends the finding beyond local proprioception at a single joint, as studied previously, to the multi-joint proprioception of the position of the hand in space. Analyses of hand bias showed that the dancers’ body representations were less limb-specific than those of non-dancers: that is, for dancers, translational and rotational matching errors were reduced and thus, the perceived position of the left hand at a given target position was closer to the
perceived position of the right hand at the same position than for non-dancers. We therefore suggest that the dancer’s body is integrated to form a single, coherent body representation to a greater extent than the non-dancers. This greater coherence could have been acquired through dance training (see Marmeleira et al., 2009), or it could simply reflect the fact that individuals with a more “centred” body representation are more likely to become dancers. In any case, our results show that proprioceptive representations may differ between people, and that there are important inter-group differences in coherence of body representation.

Differences between the two arms in proprioceptive and motor performance have been investigated by a number of studies (e.g. Shabbott and Sainburg 2008). In a recent review, Goble and Brown (2008) suggested that preferred and non-preferred arms have complementary roles during motor performance (see also dynamic dominance hypothesis: Bagesteiro and Sainburg 2003). Specifically, most studies showed better performance when the left arm was used to match the position of the right hand than vice versa, suggesting that the dominant hand benefits from better proprioceptive information than the non-dominant hand. These differences have also been explained in terms of direction specificity between left-right and right-left interhemispheric transfers, as well as in terms of gains in the respective proprioceptive sensory-motor loops (Adamo and Martin 2009). However, our study did not focus on differences in proprioceptive ability between the two arms, and we found similar but mirror-symmetric hand bias for both hands. This suggests that proprioceptive differences between the
left and right arms are relatively minor, even if potentially neuropsychologically informative (Goble and Brown 2008). In dance, posture and movement of both limbs must be accurate. Strong integration between the two arms in dancers may help to compensate for any dominance effects. A full study of handedness would require a design that can specifically separate lateralisation from dominance, for instance by having equal numbers of left- and right-handed subjects.

Finally, our study addresses the question of multisensory representation of the body. Variance is typically used as a measure of reliability (Ernst and Banks 2002) for optimal integration. To measure multi-sensory integration across several joints, we have used instead the degree to which characteristic unimodal biases are present in a multisensory condition as an index of weighting in multisensory fusion. Using this novel approach, we found that 23% of the translational and rotational biases found in non-dancers’ proprioceptive P:P matching were present in multisensory VP:P matching. Interestingly, this value is numerically consistent with values derived using variance estimates (Ernst and Banks 2002). Expert dancers, who had more accurate proprioception overall, gave significantly stronger multisensory weightings to proprioception. This pattern of results is consistent with theories of optimal multisensory integration: many perceptual skills involve prioritising one critical information source in a complex multisensory environment. To our knowledge, this is the first report of systematic expertise effects in multisensory body perception, though differences in multisensory postural control in dancers (Golomer and Dupui 2000) and in
audiovisual integration in musicians (Petrini et al. 2009a), have been reported previously.

One unexpected result was the presence of hand-specific cross-over biases in the V:P for dancers but not non-dancers. This was surprising, given that the cross-over effect was clearly associated with proprioceptive representation of the target position, yet information about the target position was purely visual in this condition. However, it may be linked to the enhanced weighing of proprioception in dancers mentioned above: we speculate that dancers might have used ‘kinesthetic imagery’ (Fourkas et al. 2006) to imagine their ‘target’ hand at the viewed target location (even though it actually remained in their lap in this condition). The dancers could then use this kinesthetic image to guide the matching hand. Petrini et al. (2009b) suggested that musicians generate internal models of actions which they use to replace missing visual information. However, further research would be required to investigate whether this could explain the dancers’ performance in our V:P condition.

To summarise, superior local proprioception in expert dancers has been reported before (Golomer and Dupui 2000; Lephart et al. 1996; Mouchnino et al. 1993; Ramsay and Riddoch 2001; Schmitt et al. 2005; Vuillerme et al. 2001). Here we show that this effect is not confined to local, single-joint proprioception, but is present at higher levels of body representation also. We showed that dancers differ from non-dancers on measures of superordinate levels of proprioceptive representation. Specifically, they integrate the proprioceptive signals from each limb into a single frame of reference more strongly than non-
dancers. This more coherent representation of the body could be either a cause or an effect of their motor expertise.

Dancers also weighted proprioception more strongly than non-dancers in multisensory fusion. There is a lively, though largely anecdotal debate about whether the ubiquitous presence of mirrors in training environments does or does not assist limb position sense (Radell et al. 2003). One recent study (Shabbott and Sainburg 2010) indicates that visual feedback during proprioceptive training improves accuracy in a normal population. Our results suggest that trained dancers are relatively uninfluenced by visual information about hand position. Further studies might investigate whether performance on proprioceptive tests, and robustness of proprioception to conflicting visual information are good predictors of final performance levels in motor skill training, and whether proprioceptive integration improves with such training (Ashton-Miller et al. 2001; Sims and Morton 1998).
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Figure Legends

FIGURE 1: Experimental setup in the example of the VP:P condition. The target hand always points to target locations on the upper surface of the table. Subjects attempt to match its location under the table by pointing to the estimated corresponding location with the matching hand. The table is shown transparent for clarity only.

FIGURE 2: Experimental conditions and computed matching error. From left to right: sensory condition P:P (only proprioceptive information available from the target hand, in this case the right hand; subjects are blindfolded), V:P (only visual information about target location available; there is no target hand, and the non-matching hand rests in the subject’s lap), VP:P (multisensory visual and proprioceptive condition; the subject places their hand on the target location, and also visually fixates this location). Inset: x and y components of matching error. Absolute matching error is defined as the length of the vector between target and matching location.

FIGURE 3: Absolute matching error (estimated means and SE) for each group in each sensory condition.

FIGURE 4: Mean matching error (bias) in the x- and y-directions at each target location (circles), for left (black squares and solid line) and right (grey squares
and dashed line) target hands separately, for sensory conditions; P:P (top), V:P (middle) and VP:P (bottom). Note the strong cross-over pattern, particularly in the P:P condition, and particularly for non-dancers. Note that in the V:P condition, there is no target hand, as the subject sees but does not touch the target. However, for comparability with other conditions, the condition where the subject matches a visual target with their left hand is plotted with grey squares and a dotted line, as if for a right-hand target, and the condition where the subject matches a visual target with the right hand is plotted with black squares and a solid line as if for a left-hand target (see text).
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