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Abstract—The mutual information (MI) of multiple-input multiple-output (MIMO) system over Rayleigh fading channel is known to asymptotically follow a normal probability distribution. In this paper, we first prove that the MI of distributed MIMO (DMIMO) system is also asymptotically equivalent to a Gaussian random variable (RV) by deriving its moment generating function (MGF) and by showing its equivalence with the MGF of a Gaussian RV. We then derive an accurate closed-form approximation of the outage probability for DMIMO system by using the mean and variance of the MI and show the uniqueness of its formulation. Finally, several applications for our analysis are presented.
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I. INTRODUCTION

Calculation of the channel capacity for multiple-input multiple-output (MIMO) system over the Rayleigh fading channel has attracted considerable research interests in the past decades [1]– [3]. Recently, it has been shown by various authors using different methods that the mutual information (MI), also known as instantaneous capacity, of the MIMO Rayleigh fading channel is equivalent to a Gaussian random variable (RV) [4]–[7]. This result has been theoretically obtained for a large number of inputs and outputs of the MIMO channel and has been confirmed by simulations for even a small number of inputs and outputs [5], [6], [8]. Moreover, this result has been used to obtain an approximation of the outage probability for MIMO system in [7]. As far as distributed MIMO (DMIMO) system is concerned, its MI has a similar formulation as the MI of MIMO system over the semicorrelated Rayleigh fading channel when the system model for DMIMO in [9] or [10] is assumed. An exact computable formula of the characteristic function has been derived for this type of channel in [11] and the equivalence of the MI with a Gaussian RV has been suggested for a large number of antennas but has only been shown numerically. Then in [10], the equivalence has been stated and closed-form approximations of the mean and variance of the MI have been derived at high signal-to-noise ratios (SNRs) for DMIMO systems having a large number of nodes and antennas.

Based on the system model presented in Section II [9], [10], we first prove in Section III that the MI of a $m$-nodes DMIMO system is asymptotically equivalent to a Gaussian RV by using random matrix theory [12] and the multiple saddle point integration technique [13]. We derive the moment generating function (MGF) of the MI for a large number of nodes and antennas, and we show that its formulation is the same as the MGF of a Gaussian RV. We obtain the moments of the MI by identifying them with the moments of a Gaussian RV. Next, we derive a closed-form approximation of the outage probability for DMIMO system, which becomes tighter as the number of nodes and antennas of the system increases, by using the mean and variance of the MI. Our mean and variance expressions are given in terms of the roots of a polynomial of degree $m + 1$. In Section IV, we first prove that the root selection is unique for $m = 1$, we then generalize the proof for any $m$ values and, hence, demonstrate the uniqueness of our closed-form approximation. Accuracy of our approximation is discussed in Section V and is shown for even a small number of nodes and antennas. Several applications for our analysis are presented in Section V and, finally, conclusions are drawn in Section VI.

In comparison with the work in [11], we prove the Gaussian behavior of the MI and provide an accurate closed-form approximation of the MI MGF that can be used for any configuration of rows and columns of the channel matrix. Whereas the case where the number of rows is greater than the number of columns has not been tackled by the analysis in [11]. In addition, our approximation can be used for both DMIMO downlink and uplink scenarios and for any SNR settings. Whereas the approximation in [10] has been designed for high SNR values only. Some preliminary results of this work have been presented in [14].

II. SYSTEM MODEL

We consider a DMIMO communication system composed of several nodes, which are in different locations, where $m$ base stations (BSs) equipped of $p$ antennas cooperate to transmit/receive data to/from a mobile station (MS) equipped with $q$ antennas, as it is illustrated in Fig. 1. We also assume as in [9] and [10] that all $mp$ antennas have a separate feeder to the central unit where all signal processing is done. The matrices $\Sigma_i$ and $H_i$ represent the average path loss/shadowing and the MIMO Rayleigh fading channel, respectively, between the $i$-th BS and the MS, $i \in \{1, \ldots, m\}$. The equivalent channel model of the system depicted in Fig. 1 is then defined as $H = \Sigma \odot H$, where $H = [H_1, H_2, \ldots, H_m]^t$, $(\cdot)^t$ is the Hermitian transpose operator, $\odot$ is the entry-wise product between any two matrices, $H \in \mathbb{C}^{N_r \times N_t}$, $\Sigma \in \mathbb{R}_+^{N_r \times N_t}$ and $\Sigma \in \mathbb{R}_+^{N_r \times N_t}$, and $\Sigma \in \mathbb{R}_+^{N_r \times N_t}$ with $\mathbb{R}_+ = \{ x \in \mathbb{R} | x \geq 0 \}$. Moreover,
The MGF of the RV $C(\mathbf{H})$ can be expressed as
\[
M_{C(\mathbf{H})}(-u/\lambda) \triangleq \mathbb{E}_\mathbf{H}[\exp\{-(u/\lambda)C(\mathbf{H})\}]
\]
\[
= \pi^{-N_r N_t} \int_{C_{N_r \times N_t}} e^{-\|\mathbf{H}\|_F^2} \phi(\mathbf{H}) d\mathbf{H},
\]
\[
= \pi^{-N_r N_t} \int_{C_{N_r \times N_t}} \int_{C_{N_r \times N_t}} e^{-\pi tr[(\mathbf{X}^\dagger \mathbf{X} + \mathbf{Y}^\dagger \mathbf{Y})]} \psi(\mathbf{H}) d\mathbf{H},
\]
\[
\times d\mathbf{H} d\mathbf{X} d\mathbf{Y},
\]
where $\mathbb{E}_\mathbf{H}[\cdot]$ is the expectation over $\mathbf{H}$, $\|\cdot\|_F$ denotes the Frobenius norm, $\text{tr}[\cdot]$ is the trace of a matrix and $\phi(\mathbf{H}) = |\mathbf{I}_{N_r} + \frac{2}{\pi} \mathbf{HH}^\dagger|$. In addition, $\psi(\mathbf{H}) = \exp\left(-\text{tr}[\mathbf{H}\mathbf{B}^\dagger + \mathbf{B}\mathbf{H}^\dagger] + \mathbf{HH}^\dagger\right)$. $\mathbf{B} = \pi \sqrt{n/XY}$, $\mathbf{B} \in C_{N_r \times N_r}$, $\mathbf{X} \in C_{N_r \times u}$, $\mathbf{Y} \in C_{N_r \times u}$ and $u$ is a dummy variable used in the replica method [15]. By integrating $\psi(\mathbf{H})$ with respect to $\mathbf{H}$, (3) can be rewritten as
\[
M_{C(\mathbf{H})}(-u/\lambda) = \int_{C_{N_r \times N_t}} \int_{C_{N_r \times N_t}} e^{-\pi \text{tr}[(\mathbf{X}^\dagger \mathbf{X} + \mathbf{Y}^\dagger \mathbf{Y})]} d\mathbf{X} d\mathbf{Y},
\]
Let $\mathbf{H} = \sqrt{nX} \mathbf{Y}$, then the following equalities $(\mathbf{\Gamma} \otimes \mathbf{X} \mathbf{Y})^\dagger = (\mathbf{\Gamma} \otimes \mathbf{X})^\dagger \mathbf{Y}^\dagger$ hold in the uplink and downlink, respectively, and $v = \mathbf{v}$ in the left hand side and $v = u$ in the right hand side of each equality. Thus, (4) can be re-expressed in the uplink as
\[
M_{C(\mathbf{H})}(-u/\lambda) = \int_{C_{N_r \times u}} \int_{C_{N_r \times u}} e^{-\pi \text{tr}[(\mathbf{X}^\dagger \mathbf{X} + \mathbf{Y}^\dagger \mathbf{Y})]} d\mathbf{X} d\mathbf{Y},
\]
where $\mathbf{W} \triangleq (\mathbf{\Gamma} \otimes \mathbf{X})$. Following some simplifications, (5) is modified as
\[
M_{C(\mathbf{H})}(-u/\lambda) = \exp\left(un \left[m\alpha + \beta \ln(\omega) + \alpha \sum_{i=1}^{m} \ln(v_i)\right]\right)
\times \left(n \frac{u^2}{2\pi} \int_{D_d^u} \int_{D_d} \exp(n\varphi(\mathbf{D}, \mathbf{G})) d\mathbf{D} d\mathbf{G},
\]
where $\alpha \triangleq p/n$, $\beta \triangleq q/n$, $v_i \triangleq 1/\gamma_i$ and $\omega \triangleq 1/\sqrt{\gamma_i}$. In addition, $D_d \triangleq \mathbf{D}_0 + (j \mathbf{R} u u^\dagger)$, $D_g \triangleq \mathbf{G}_0 + (\mathbf{R} u u^\dagger)$, $\mathbf{D}, \mathbf{G}, \mathbf{D}_0, \mathbf{G}_0 \in C_{u \times u}$ and $\varphi(\mathbf{D}, \mathbf{G}) \triangleq \text{tr}(\mathbf{DG}) - \alpha \sum_{i=1}^{m} \ln[|\nu_i| + \mathbf{D} + |\mathbf{L}_u| + \mathbf{G}]$. At this stage, we apply the multidimensional saddle point integration method in [13] for integrating the integral part of (6). After further derivation steps and simplifications, we obtain
\[
M_{C(\mathbf{H})}(-u/\lambda) \rightarrow \exp\left(un \left[m\beta \ln\left(\frac{\omega_0 d_0}{\beta}\right) + \alpha \sum_{i=1}^{m} \frac{d_0}{d_0 + \omega v_i}\right] + \alpha \sum_{i=1}^{m} \left(\frac{\omega v_i}{d_0 + \omega v_i}\right)\right) + \alpha \left(n \frac{u^2}{2} \left[-\ln\left(1 - \tilde{d}_0 \tilde{d}_0\right)\right]\right),
\]
where $\hat{d}_0 = \alpha \sum_{i=1}^{m} \frac{d_0}{d_0 + \omega v_i}^{-2}$, $\tilde{d}_0 = d_0^2 / \beta$ and $d_0$ is one of the $m + 1$ roots of the following degree-$m$ polynomial
\[
P_m(d) = (d - \beta) \prod_{i=1}^{m} (d + \omega v_i) + \alpha \sum_{i=1}^{m} \left[\prod_{k=1}^{m} (d + \omega v_k)\right].
\]
Knowing that the MGF of any Gaussian RV $Z$ is $M_Z(t) \triangleq \mathbb{E}_Z\{\exp(tZ)\} = \exp\{t(\mu_Z + \frac{t^2}{2}\sigma_Z^2)\}$, with $\mu_Z$ and $\sigma_Z^2$ being the mean and variance of $Z$, respectively, we conclude by matching (7) with $M_Z(t)$ that $C(\bar{H})$ is asymptotically equivalent to a Gaussian RV with respective mean and variance given by

$$
\left\{
\begin{array}{l}
\mu_{C(\bar{H})} = -\lambda n \left[ \alpha \left( m - \sum_{i=1}^{m} \ln \left( \frac{d_0 + \omega v_i}{\omega v_i} \right) + \omega v_i \right) \right] \\
+ \beta n \left[ \frac{\omega d_0}{\beta} \right] \\
\sigma_{C(\bar{H})}^2 = -\lambda^2 \left( 1 - \alpha \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 \right). 
\end{array}
\right.
$$

Notice that the expressions of $\mu_{C(\bar{H})}$ and $\sigma_{C(\bar{H})}^2$ in (9) can be used for both uplink and downlink scenarios with $n = q, \alpha = p/q, \beta = 1$ and $n = p, \alpha = 1, \beta = q/p$, respectively.

The probability that the transmission rate $R$ exceeds the MI of the channel $C(\bar{H})$ is defined as $P_{\text{out}} \triangleq P\{C(\bar{H}) < R\}$ when assuming that $H$ is chosen randomly and kept constant over a codeword transmission [7]. Hence, the outage probability of DMMIO system is well approximated by

$$
P_{\text{out}} \approx Q\left( \frac{\mu_{C(\bar{H})} - R}{\sigma_{C(\bar{H})}} \right) 
$$

for large values of $p, q$ and $m > 1$, since $C(\bar{H})$ is equivalent to a Gaussian RV in this case.

IV. UNIQUENESS OF THE SELECTION OF $d_0$

The mean and variance of $C(\bar{H})$ in (9) are both expressed in terms of $d_0$. The root $d_0$ can be selected amongst the $m + 1$ roots of $P_m(d)$, and hence $P_{\text{out}}$ in (10) would have a unique expression only if the selection of $d_0$ is unique for any given $m \geq 2$. The mean $\mu_{C(\bar{H})}$ and variance $\sigma_{C(\bar{H})}^2$ are constrained such that $\mu_{C(\bar{H})} \in \mathbb{R}$ and $\sigma_{C(\bar{H})}^2 \in \mathbb{R}_+^*$ with

$$
\mathbb{R}_+^* = \{ x \in \mathbb{R} | x \neq 0 \}.
$$

Applying $\sigma_{C(\bar{H})}^2 \in \mathbb{R}_+^*$ in (9), we get [16]

$$
\sigma_{C(\bar{H})}^2 \in \mathbb{R}_+^* \Leftrightarrow 0 < \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 < \frac{q}{p} \Rightarrow
\left\{
\begin{array}{l}
d_0 \in (-\infty, d_0) \cup (d_0, +\infty) \text{, if } q > pm, \\
d_0 \in (d_0, d_0) \text{, if } q < pm, \\
d_0 \geq -\omega \bar{\nu}/2 \text{, if } q = pm,
\end{array}
\right.
$$

where $\bar{\nu} = \max\{v_i\}$ for $i \in \{1, m\}$, $d_0 = \bar{\nu} \left[ \frac{q}{pm-q} + \sqrt{\frac{pm-q}{pm-q}} \right]$, and $d_0 = \bar{\nu} \left[ \frac{q}{pm-q} - \sqrt{\frac{pm-q}{pm-q}} \right]$. Clearly, $d_0 \leq 0$ if $q \neq pm$, $d_0 \geq 0$ only if $q < pm$ and the imaginary part of $d_0$ is null. In addition, we simply obtain

$$
\mu_{C(\bar{H})} \in \mathbb{R} \Leftrightarrow \ln(\omega d_0/\beta) \in \mathbb{R} \Leftrightarrow d_0 \geq 0. 
$$

by applying $\mu_{C(\bar{H})} \in \mathbb{R}$ in (9). Finally, using the results in (11) and (12), $d_0$ is such that

$$
d_0 \in \mathbb{R}_+ \text{ if } q \geq pm, \text{ or } d_0 \in [0, d_0] \text{ if } q < pm.
$$

A. MIMO case ($m = 1$) [7]

In the case of $m = 1$, the polynomial in (8) can be re-expressed as $P_1(d) = d^2 \alpha + d(\omega^2 v_1 + \alpha - \beta - \beta \omega v_1)$. Then, the two roots of $P_1(d)$ are directly obtained by solving the quadratic equation $P_2(d) = 0$ such that

$$
d_{1,n} = \frac{-s + (-1)^n \sqrt{s^2 + 4|\beta\omega|^2 v_1}}{2\omega},
$$

where $s = (\omega^2 v_1 + \alpha - \beta)$. Clearly, $d_{1,0} \geq 0$ and $d_{1,1} \leq 0$ for any $\omega, v_1 \geq 0$ and $\alpha, \beta > 0$. Therefore, the polynomial $P_1(d)$ has a unique real nonnegative root, i.e., $d_{1,0}$, which fulfills the constraint set in (13). Furthermore, the polynomial $P_1(d)$ is clearly such that

$$
P_1(d) \begin{cases} 
\leq 0, & \text{for } d \in [d_{1,1}, d_{1,0}], \\
\geq 0, & \text{for } d \in (-\infty, d_{1,1}] \cup [d_{1,0}, +\infty). 
\end{cases}
$$

B. DMIMO case ($m \geq 2$)

From the definition of $P_m(d)$ in (8), we can express $P_m(d)$ as a sequence where the initial term is $P_1(d)$ and the general term is given by

$$
P_m(d) = (d + \omega v_m)P_{m-1}(d) + ad \sum_{k=1}^{m-1} (d + \omega v_k),
$$

for $m \geq 2$. We denote $\Upsilon = [v_1, \ldots, v_m]$ and $\bar{\Upsilon} = [\bar{v}_1, \ldots, \bar{v}_m]$, where $\bar{\Upsilon}$ is the ordered version of the vector $\Upsilon$ such that $0 \leq \bar{v}_1 \leq \cdots \leq \bar{v}_m$, i.e. $\bar{v}_1 = \min_i(\Upsilon)$ and $\bar{v}_m = \max_i(\Upsilon)$ for $i \in \{1, m\}$. The values of $P_m(d) = -\omega \bar{v}_1$ can be obtained by using (17), as follows, $P_m(-\omega \bar{v}_1)$

$$
= \omega \omega^m \prod_{k=1}^{m-1} (\bar{v}_k - \bar{v}_k) \begin{cases} 
= 0, & \text{if } \bar{v}_i = \bar{v}_k, i \in \{1, m\}, \\
> 0, & \text{if } \bar{v}_i \neq \bar{v}_k, i \in S_1, \\
< 0, & \text{if } \bar{v}_i \neq \bar{v}_k, i \in S_2,
\end{cases}
$$

where the sets $S_1$ and $S_2$ are defined as $S_1 = \{m - 2l | l \in \{0, (m - 1)/2\}\}$ and $S_2 = \{m - 2l + 1 | l \in \{0, (m - 1)/2\}\}$, respectively, and $\bar{\cdot}$ is the integral floor operator. Moreover, we consider that the polynomial $P_m(d)$ has $m + 1$ roots denoted $d_{m,k}$, $k \in \{0, m\}$, which are ordered as follows $d_{m,m} \leq d_{m,m-1} \leq \cdots \leq d_{m,0}$.

In the case that $m = 2$, $\omega, \bar{v}_1, \bar{v}_2 > 0, \bar{v}_1 \neq \bar{v}_2$ and $d_{1,0} > 0$, we obtain by evaluating $P_2(d)$ at $d = -\omega \bar{v}_2, d = -\omega \bar{v}_1$ in (18), and $d = 0, d = d_{1,0}$ in (17), the following inequalities

$$
P_2(-\omega \bar{v}_2) > 0, P_2(-\omega \bar{v}_1) < 0, P_2(0) < 0, P_2(d_{1,0}) > 0.
$$

Knowing that $\lim_{d \to -\infty} P_2(d) = -\infty, -\omega \bar{v}_2 < -\omega \bar{v}_1$, and $-\omega \bar{v}_1 < 0 < d_{1,0}$ according to (16), it implies that the roots $d_{2,2}, d_{2,1}$ and $d_{2,0}$ of $P_2(d)$ belong to the following intervals $(-\infty, -\omega \bar{v}_2)$, $(-\omega \bar{v}_2, -\omega \bar{v}_1)$ and $(0, d_{1,0})$, respectively. As a result, the inequality

$$
-\infty < d_{2,2} \leq -\omega \bar{v}_2 \leq d_{2,1} \leq -\omega \bar{v}_1 \leq 0 \leq d_{2,0} \leq d_{1,0} < +\infty
$$

(20)
holds when the conditions $\omega, \tau_1, \tau_2 > 0$, $d_{1,0} > 0$ are relaxed to $\omega, \tau_1, \tau_2 \geq 0$, $d_{1,0} \geq 0$. Hence, (20) indicates that, like $P_3(d)$, $P_2(d)$ has a unique nonnegative root, i.e. $d_{2,0}$. This result has also been proved by employing a more formal approach in [14] and the expression of $d_{2,0}$ is given there. Consequently, it can be shown that $P_m(d)$ has a unique nonnegative root $d_{m,0}$ such that $d_{m,0} = \max_k \{d_{m,k}\}$, $k \in \{0, m\}$, and $0 \leq d_{m,0} \leq d_{m-1,0} \leq \ldots \leq d_{2,0} \leq d_{1,0}$ by extending the same reasoning for larger $m$ values [16]. Finally, $d_0 = d_{m,0}$ must be set in (9) for evaluating $\hat{P}_C(H)$, $\sigma_C^2(H)$ and eventually $P_{\text{out}}$. For $m = 3$, the roots of $P_3(d)$ can be expressed as

$$
d_{3,k} = \frac{-c_3}{4} + \frac{(-1)^{\lfloor \frac{k}{2} \rfloor}}{2} D + \frac{(-1)^k}{2} \left( \frac{c_3^2}{2} - \frac{4c_2}{3} - c \right) + \frac{(-1)^{\lfloor \frac{k}{2} \rfloor}c_3^2 - 4c_2c_3 + 8c_1}{4D} \tag{21}$$

where $D = \sqrt{\frac{c_3^2}{4} - \frac{2c_2}{3} + C}$, $C = \frac{2^{\frac{3}{2}} B}{3(A + \sqrt{4B^2 + A^2})^2} + \left( \frac{A + \sqrt{4B^2 + A^2}}{4} \right)^2$, $B = c_2^2 - 3c_3c_1 + 12c_0$, $A = 2c_3^2 - 9c_2c_1 + 12c_0$ and $c_{m,i}$ are the coefficients of $P_3(d) = \sum_{i=0}^{m} c_{m,i}d^i$. In the case of $m = 4$, the roots of $P_4(d)$ are given in [17], whereas the function “solve” in Matlab can be used to obtain $d_{m,k}$ for $m \geq 5$.

V. NUMERICAL RESULTS AND APPLICATIONS

Our closed-form approximation in (10) can be used to accurately evaluate and compare the outage probability of DMIMO system faster than Monte-Carlo (MC) simulations, e.g. 10,000 times faster when $10^6$ channel realizations are used in MC. Its accuracy is discussed in the next section.
The difference in dB between the analytical SNR $\gamma_{\text{AN}}$ and the SNR obtained via MC simulation $\gamma_{\text{MC}}$ that are required to achieve a certain rate $R$ for a given outage probability $P_{\text{out}}$. The lower is $\varepsilon_\gamma$ (dB), the more accurate is (10). In Fig. 3 the metric $\varepsilon_\gamma$ (dB) is plotted as a function of $p$ and $R$ with $\Delta_\gamma = 5$ dB for $P_{\text{out}} = 0.01$, $\gamma = 0$ dB, $m = 2$, $\beta = 1$, i.e. $p = q$, and considering the downlink case. Notice that $\Delta_\gamma$ (dB) $\triangleq \gamma_2$ (dB) $- \gamma_1$ (dB) is the SNR offset between the two BSs. This graph clearly points out that the accuracy of (10) increases as the number of antennas $p$ increases, for any rate $R$. In Fig. 4, $\varepsilon_\gamma$ (dB) is plotted as a function of $p$ and $\Delta_\gamma$ with $R = 4$ and the same other settings as in Fig. 3. The results show that (10) is more accurate for lower $\Delta_\gamma$ values and confirm the increase of accuracy for larger numbers of antennas $p$. Finally in Fig. 5, $\varepsilon_\gamma$ (dB) is plotted as a function of $p$ and $m$ with $R = 4$ for $P_{\text{out}} = 0.01$, $\gamma = 0$ dB, $\gamma_i = 5(i - 1 - \lfloor \frac{m-1}{2} \rfloor)$, $\beta = 1$, i.e. $p = q$, and considering the downlink case. The graph indicates that the accuracy of (10) also increases with the number of nodes $m$ but at a lower rate than with the number of antennas $p$. Overall, we can notice that a sufficient accuracy, i.e. $\varepsilon_\gamma < 0.1$ dB, is reached for $p \geq 2$ regardless of $m$, $R$ and $\Delta_\gamma$. Notice that similar results have been obtained for the uplink case.

B. Other Applications

The theoretical throughput of communication system can be expressed as $T = (1 - P_{\text{out}})R$ when an unlimited backhaul between each BS and the central unit is assumed. An upper bound on the achievable throughput for DMIMO system can then be easily obtained by using (10) in the previous equation. For instance, we plot in Fig. 6 the difference $\Delta_T$ between the theoretical throughput of MIMO and 2-BSs DMIMO systems as a function of the rate $R$ and SNR $\gamma_2$ (dB) for the downlink case when $p = q = 4$ and $\gamma = 1$. Moreover, we fixed $\gamma_1 = 1$ for the DMIMO system and we considered an aggregate SNR $\gamma_2 + 1$ for the MIMO system, as it is indicated in the top right corner of Fig. 6, in order to fairly compare the two systems for the same total amount of power. Results in Fig. 6 show that a throughput gain can be achieved by using a DMIMO system instead of a MIMO system. However, this gain is quite localized; if the SNR is low, high rate cannot be supported and, hence, both systems are in outage, i.e. $P_{\text{out}} = 1$ and $T = 0$ for both systems (null plan on the right side of curve). For low rate and high SNR, both systems are saturated and achieved the same throughput (null plan on the left side of curve). Since, the DMIMO system saturates faster than the MIMO system by taking advantage of the spatial diversity, a gain is obtained in between the two null regions. However, it should be mentioned that DMIMO system will induce extra costs in terms of backhaul load and signal processing as $m$ increases.

The expression $\mu_{C(H)}$ in (9) can be used to evaluate $E_{H}[C(H)]$ for any MIMO communication systems where the MI can be expressed as $C(H) = \lambda \ln | I + H \Delta H |$ with $\Delta = \text{diag}([\delta_1, \delta_2, \ldots, \delta_{N_t}])$ being a $N_t \times N_t$ diagonal matrix, i.e. the MI of a MIMO system over a semicorrelated Rayleigh fading channel. Especially, in the case where $N_r > N_t$, which cannot be evaluated with the computable formula in [11] and is likely to happen in the DMIMO uplink. In the context of cooperative communication [18], we designed a novel amplify-and-forward scheme in [19], which outperforms any other existing schemes when only receive knowledge is available at the relay node, by using our result in (9). In addition, (10) can be used for evaluating the outage probability of the cooperative relay channel, i.e. when both source and relay nodes transmit to the destination node.

Following a similar approach as in [10], the mean and variance of the MI in (9) can be used to analyze the spectral efficiency of DMIMO cellular system with a similar accuracy compared to [10] but over a wider range of SNRs, since our approximations in (9) has been derived without considering any SNR restrictions.
VI. CONCLUSION

In this paper, the MI of DMIMO system has been proved to be asymptotically equivalent to a Gaussian RV and its corresponding mean and variance have been derived. Both these terms are expressed as a function of a root of a polynomial with degree $m + 1$. Consequently, a proof of the uniqueness of the selection of the root for any $m$ values has been given. Then, a closed-form approximation of the outage probability for DMIMO system has been derived for both downlink and uplink scenarios by employing the mean and variance of the MI. Numerical results have shown the accuracy of our approximation for even low values of $m$, $p$, and $q$, and have indicated that the accuracy increases mainly with the number of nodes and antennas of the system. In addition, several applications for our analysis have been suggested: computation of theoretical throughput, design of cooperative communication scheme, evaluation of the cooperative relay channel outage probability and analysis of the spectral efficiency of DMIMO system.

APPENDIX

DERIVATION INSIGHTS:

A. From equation (2) to (3)

Let us re-express $|I_{N_r} + \frac{\gamma}{n} \overline{H} \overline{H}^H|$ in (2), as follows

$$\phi(\overline{H}) = |I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H| = \left| I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H \right|, \quad (22)$$

Knowing that if the real part of all the eigenvalues of a complex matrix $A \in \mathbb{C}^{N \times N}$ is positive then $|A|^{-1} = \int_{\mathbb{C}^N} \exp(-\pi x \Lambda x) dx \left[\frac{1}{2\pi}ight]$, (22) can be modified as

$$\phi(\overline{H})^{-1} = \int_{\mathbb{C}^{N_r}} \int_{\mathbb{C}^{N_t}} e^{-\frac{n}{\gamma} \left[ x^H \overline{H} \overline{H}^H x \right]} |I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H| dx \, dy, \quad (23)$$

where $x \in \mathbb{C}^{N_r \times 1}$ and $y \in \mathbb{C}^{N_t \times 1}$. At this stage, we obtain by applying the replica method [15] and expanding (23) the following equation

$$\phi(\overline{H})^{-u} = \frac{1}{u} \int_{\mathbb{C}^{N_r \times u}} \int_{\mathbb{C}^{N_t \times u}} e^{-\frac{\pi}{\gamma} \left[ x^H \overline{H} \overline{H}^H x \right]} |I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H| dx \, dy \quad (24)$$

where $u$ is a dummy variable used in the replica method, $X = [x_1, x_2, \ldots, x_u]$ and $Y = [y_1, y_2, \ldots, y_u]$. Equation (3) is then obtained by averaging (24) with respect to $\overline{H}$.

B. From equation (3) to (4)

The integrand in (3) being bounded and continuous in all its variables, we can start by integrating (3) with respect to $\overline{H}$, as follows

$$A = \int_{\mathbb{C}^{N_r \times N_t}} \left| I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H \right| \psi(\overline{H}) d\overline{H}$$

where

$$\psi(\overline{H}) = \prod_{r=1}^{N_r} \prod_{t=1}^{N_t} \exp\left(\frac{\pi}{\gamma} \left| I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H \right| \right)$$

Then, the MI. Numerical results have shown the accuracy of our approximation for even low values of $m$, $p$, and $q$, and have indicated that the accuracy increases mainly with the number of nodes and antennas of the system. In addition, several applications for our analysis have been suggested: computation of theoretical throughput, design of cooperative communication scheme, evaluation of the cooperative relay channel outage probability and analysis of the spectral efficiency of DMIMO system.

C. From equation (5) to (6)

Knowing that $\frac{1}{2\pi} \int_{D_1} \int_{D_0} \exp\{f(-\kappa g + x) + g y\} dx \, dy = \exp(xy/\kappa)$ holds for any $x, y, \kappa, f, g \in \mathbb{C}$ [7], we can re-express $\exp(-\pi x^H \overline{H} \overline{H}^H x)$ in (5) as follows

$$A = \frac{1}{\frac{2\pi}{2\pi}} \int_{D_1} \int_{D_0} \exp\{f(-\kappa g + x) + g y\} dx \, dy$$

where

$$\psi(\overline{H}) = \prod_{r=1}^{N_r} \prod_{t=1}^{N_t} \exp\left(\frac{\pi}{\gamma} \left| I_{N_r} + \frac{n}{\gamma} \overline{H} \overline{H}^H \right| \right)$$

Inserting (25) into (5) and followed by straightforward simplifications, we obtain

$$M_C(\overline{H})(-u/\lambda) = \left( \frac{n}{\frac{2\pi}{2\pi}} \right)^2 \int_{D_1} \int_{D_0} \exp{tr[DG]}$$

Notice that $tr[Y^H \overline{Y} \overline{Y}^H] = \sum_{i=1}^{N_r} Y_i (I_u + \sqrt{\gamma} Y_i^H) Y_i^H$ and $tr[X^H X + \sqrt{\gamma} D W^H W] = \sum_{i=1}^{N_r} X_i (I_u + \sqrt{\gamma} D_i^H) X_i^H$ in (26), where $X_i$ and $Y_i$ are the $i$-th row vectors of $X$ and $Y$, respectively, and $[.]$ is the integer floor operator. Then, $M_C(\overline{H})(-u/\lambda)$ can be formulated as in (6) by using $|A|^{-1} = \int_{\mathbb{C}^{N_r \times N_t}} e^{-\pi x^H \Lambda x} dx$ for integrating the integrand with respect to $X$ and $Y$ in (26).
D. From equation (6) to (7)

In order to asymptotically compute the integral in (6), i.e. for \( m, p, q \to \infty \), we apply the multidimensional saddle point integration method [13]. First, we expand the Taylor series of \( \varphi(D, G) \) for \( D = D_0 + \delta D \) and \( G = G_0 + \delta G \) to its second order, and we obtain

\[
\varphi(D, G) \approx \varphi(D_0, G_0) + \text{tr}[(G_0 - \alpha \sum_{i=1}^{m} (\omega v_i I_i + D_0)^{-1}) \delta D \]
\[
+ (D_0 - \beta (\omega I_0 + G_0)^{-1}) \delta G + \frac{1}{2} \left\{ \alpha \sum_{i=1}^{m} (\omega v_i I_i + D_0)^{-2} \right\}
\times (\delta D)^2 + 2 \delta G \delta D + \beta (\omega I_0 + G_0)^{-2} \delta G^2 \}.
\]

(27)

According to (27), we obtain two critical points as follows

\[
G_0 = \alpha \sum_{i=1}^{m} (\omega v_i I_i + D_0)^{-1} - D_0 = \beta (\omega I_0 + G_0)^{-1}.
\]

(28)

The matrix \( D_0 \) is invariant in replica space and is thus proportional to the identity matrix \( I_0 \). Consequently, we set \( D_0 = d I_0 \) and assume that the absolute maximum of \( \Re \varphi(D, G) \) occurs for \( \Re \varphi(D_0, G_0) \). Inserting the first equation into the second equation of (28) and considering that \( D_0 = d I_0 \), we obtain the polynomial equation in (8). We select one root amongst the \( m + 1 \) roots of \( P_m(d) \) in (8) and denote it \( d_0 \). We then set \( D_0 = d_0 I_0 \) and get \( G_0 \) by using the first equation of (28). Next, we obtain

\[
\varphi(D, G) \approx \varphi(D_0, G_0) + \frac{1}{2} \text{tr} \left[ \delta_0 (\delta D)^2 + 2 \delta D \delta G + \delta_0 \delta G \delta G \right]
\]

(29)

by applying \( \varphi(D_0, G_0) \) and \( G_0 \) in (27). Inserting (29) into (6) and integrating \( \int_{D_0}^{D} \mathcal{P} \) in (27) and integrating along the steepest descent paths for \( \delta D \) and \( \delta G \), we finally obtain the expression in (7).

E. Equation (11)

Let \( \sigma^2_Z \in \mathbb{R}^*_+ \), i.e. \( 0 < -\lambda^2 \ln \left( 1 - \frac{\alpha}{\beta} \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 \right) < +\infty \) with (7), it implies that

\[
\sigma^2_Z \in \mathbb{R}^*_+ \Rightarrow 1 > 1 - \frac{\alpha}{\beta} \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 > 0,
\]

\[
\Rightarrow 0 < \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 < \frac{q}{p},
\]

(30)

knowing that \( \beta/\alpha = q/p \). Moreover, the inequality \( \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 \leq \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 \) holds for any \( i \in \{ 1, m \} \), with \( v = \max_i \{ v_i \} \). Thus, we can write

\[
m \left( \frac{d_0}{d_0 + \omega v} \right)^2 \leq \sum_{i=1}^{m} \left( \frac{d_0}{d_0 + \omega v_i} \right)^2 < \frac{q}{p}\]

\[
\Leftrightarrow m \left( 1 - \frac{1}{\omega \bar{v} (2d_0 + \omega \bar{v})} \right) < \frac{q}{p},
\]

\[
\Leftrightarrow Q(d_0) = d_0^2 + 2 \left( \frac{q}{q - pm} \right) \omega \bar{v} d_0 + \left( \frac{q}{q - pm} \right) \omega^2 \bar{v}^2 > 0.
\]

(31)

The two roots of the polynomial \( Q(d_0) \) are then given by

\[
d_a = \omega \bar{v} \left[ \frac{q}{pm - q} + \frac{\sqrt{pmq}}{pm - q} \right]
\]

and

\[
d_b = \omega \bar{v} \left[ \frac{q}{pm - q} - \frac{\sqrt{pmq}}{pm - q} \right],
\]

(32)

respectively, where \( d_a \leq d_b \). In the case that \( p = m \), then \( \omega \bar{v} (2d_0 + \omega \bar{v}) > 0 \) in the third line of (31) and, hence, \( d_0 > -\omega \bar{v}/2 \). In the case that \( q > pm \) then \( \left( \frac{q}{pm} - 1 \right) > 0 \) and, hence, \( Q(d_0) \) is positive outside the interval \( [d_b, d_a] \). In the case that \( q < pm \) then \( \left( \frac{q}{pm} - 1 \right) < 0 \) and, hence, \( Q(d_0) \) is positive inside the interval \( [d_b, d_a] \).
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