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Abstract—Two new models to characterize polarization diversity at the mobile are presented and discussed. The first model builds upon existing theoretical models at the base station to demonstrate how those principles apply to the mobile fading environment. Due to the limitations of antennas at the mobile, this extended model, though relevant, is not sufficient to characterize polarization diversity of the antennas so this paper moves on to show how a new approach to polarization diversity at the mobile exists as an inherent feature within an angular diversity system. Results show that, for two polarizations in a fading environment, the best overall output occurs with a ±45° configuration although the diversity combiner itself has optimum performance with a ±67.5° configuration due to lower correlation at the input. The second model is also used to demonstrate how differently polarized dipoles are using polarization diversity inherent within an angular diversity system.

Index Terms—Cross-polar ratio, correlation, branch difference, efficiency loss, antenna diversity

I. INTRODUCTION

Antenna diversity has been moving to polarization diversity in recent times to mitigate multipath fading as opposed to using the conventional spatial diversity. At the base station this reduces the size of the antenna considerably to alleviate its environmental impact [1-4]. At the mobile terminal, polarization diversity also has a role since the antennas are close together and spatial diversity alone is rarely practical. The most notable work done previously on polarization diversity comes from Vaughan [2] who considers the rotation of two perpendicular antennas and also Kozono [3] who looks at the angular spacing of the antennas symmetrically around the vertical axis. Theory shown in both of these publications is invaluable to apply to polarization diversity of the fading environment at the mobile while taking into account factors not present at the base station. The most important additional factors in the mobile case are the wider angle of arrival and also the imperfections in the antennas used to measure the polarization diversity. When evaluating polarization diversity of two mobile terminal antennas, it is important to distinguish the difference between diversity of two mobile terminal antenna polarizations and two polarizations in space. For mobile terminal antennas, the polarization diversity is inherent within an angular diversity system and, as such, needs to be evaluated in terms of polar coordinate antenna polarizations, $A_{\theta}$ and $A_{\phi}$, which are not considered by other authors to date.

This paper therefore presents a new theory to calculate the complex and envelope correlation coefficients, $\rho_{12}$ and $\rho_{e}$, the mean branch power ratio, $k$ and the overall signal compared to a single reference branch, $L$. These new models are built upon existing models applied to the base station in section II and followed by a note in section III concerning the measurement of polarizations at the mobile with application to this theoretical model. Section IV moves onto showing how a completely new approach, first described in [16] is necessary to show that polar coordinate polarization diversity is an inherent feature within an angular diversity system.

As for the diversity combining system, a switched diversity combiner is the only one that can, at present, be economically implemented at the mobile terminal with a single receiver. Consequently selection diversity is considered in this publication, which is the ideal case for a switched combiner. Results in section II show that for the fading environment, the optimum performance of a selection combiner is around the ±67.5° configuration with minimum correlation, $\rho_{12}$, and unity branch power ratio, $k$. However, due to this being offset by the resultant loss, $L$, compared to a single branch, the optimum output or system gain as explained in this paper is greatest at the ±45° configuration. Section IV compares the two models presented in this paper to show how there is a difference between the polarization diversity of the fading environment and the polarization diversity of the antennas inherent within an angular diversity system.
II. THEORETICAL MODEL FOR THE FADING ENVIRONMENT

Diversity performance of a polarization diversity system for the fading environment depends on the polarization configuration of two polarizations in space. At this point it is important to note that we are not considering the polarizations of the antennas but the polarization of the signals received in the fading environment – i.e. two polarizations in space, just like two points in space for spatial diversity of a fading environment. It is necessary in this situation to combine both Vaughan’s [2] and Kozono’s [3] theories together to derive a theory to be applied at the mobile terminal, since both rotation and angular spacing are significant in this case while also the three dimensional angle of arrival is of great importance. Four angles need to be defined here, all illustrated in Figure 1, namely:

- $\alpha$ - The angle of rotation of the polarization relative to the vertical field, $E_x$, and the horizontal field, $E_y$.
- $\beta$ - The azimuth angle relative to the normal to $E_x$ and $E_y$.
- $\gamma$ - The elevation angle relative to the normal to $E_x$ and $E_y$.
- $\Omega$ - The angular spacing between the two polarization branches in the direction of the vertical axis.

Angles $\Omega$ and $\beta$ are considered by Kozono and $\alpha$ is considered by Vaughan; $\gamma$ is considered by neither. Having established the relevant angles, it is possible to derive the voltages induced in the two antennas. In equation (1) the open circuit voltages, $V_1$ and $V_2$, are represented as a vector, $V_E$, which do not contradict that of Vaughan and Kozono but must be represented this way for the mobile terminal application as there is a wider angular spread and there are many polarizations.

$$V_E = \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = \begin{pmatrix} ae & bf \\ ce & df \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix}$$

(1)

where:

$$a = \sin\left(\alpha + \frac{\Omega}{2}\right) \quad c = \sin\left(\alpha - \frac{\Omega}{2}\right)$$

(2)(3)

$$b = \cos\left(\alpha + \frac{\Omega}{2}\right) \quad d = \cos\left(\alpha - \frac{\Omega}{2}\right)$$

(4)(5)

$$e = \cos(\beta) \quad f = \cos(\gamma)$$

(6)(7)

Both Vaughan and Kozono represent the $E$-fields as real Gaussian Rayleigh signals, $r_1$ and $r_2$, with a uniform phase distribution $\phi_1$ and $\phi_2$ respectively [3, eq. (1), (2)]. These two signals are independent from each other or uncorrelated. The Rayleigh signals, $E_c$ and $E_y$, can be complex Gaussian signals so therefore another representation of the $E$-fields is:

$$E_x = r_1 e^{i(\alpha - \phi)}$$

(8)

$$E_y = r_2 e^{i(\alpha - \phi_2)}$$

(9)

By taking the square envelopes of $V_1$ and $V_2$ to be $R_1$ and $R_2$ respectively (i.e. half the square magnitude of the voltage) then:

$$2R_1^2 = a^2 r_1^2 + b^2 r_2^2 + 2aebf \cos(\phi_1 - \phi)$$

(10)

$$2R_2^2 = c^2 r_1^2 + d^2 r_2^2 + 2cdef \cos(\phi_1 - \phi_2)$$

(11)

which is in agreement with Vaughan and Kozono.

![Figure 1 - Diagram showing the four angles used in a polarization diversity system](image)

A. Correlation Coefficient

Now the $E$-fields are represented in complex exponential form, it is simple to derive the complex correlation coefficient, used by Adachi [10, eq. (7)]:

$$E_x = r_1 e^{i(\alpha - \phi)}$$

$$E_y = r_2 e^{i(\alpha - \phi_2)}$$
\[
\rho_{12} = \frac{V_2^{*}V_2 - V_1^{*}V_1}{\sqrt{V_1^{*}V_1 V_2^{*}V_2}} \tag{12}
\]

By using equation (1), the expected voltages are:
\[
\begin{align*}
V_1^{*}V_2 &= a e^2 r_1 + b d f^2 r_2^2 \\ V_1^{*}V_1 &= 0 \\ V_1^{*}V_2 &= a e^2 r_1^2 + b^2 f^2 r_2^2 \\ V_2^{*}V_2 &= c e^2 r_1^2 + d^2 f^2 r_2^2
\end{align*}
\tag{13-16}
\]

then the resultant complex correlation coefficient at any given three dimensional angle for two given polarizations (always real in this case) is:
\[
\rho_{12} = \frac{\tan(\alpha - \frac{\Omega}{2})\tan(\alpha + \frac{\Omega}{2})\cos^2 \beta + \text{XPR} \cos^2 \gamma}{\sqrt{\tan^2(\alpha - \frac{\Omega}{2})\cos^2 \beta + \text{XPR} \cos^2 \gamma} \tan^2(\alpha + \frac{\Omega}{2})\cos^2 \beta + \text{XPR} \cos^2 \gamma} \tag{17}
\]

where XPR is the time averaged cross-polar power ratio of the received field (and not of the antennas) [8] [14], defined as:
\[
\text{XPR} = \frac{r_2^2}{r_1^2} \tag{18}
\]

This notation has been previously described by Vaughan and Kozono as cross-polar discrimination (XPD). It has not been used here since it is then not contrary to the definition of XPD explained by Allnutt [5], which is dependent on the axial ratio (AR). Therefore XPR has been chosen so that it is identified as a time averaged power ratio applicable to evaluating correlation and mean effective gain.

Another point to note is that the power correlation (that can be assumed equal to the envelope correlation, \( \rho_e \)) when derived using \( R_1 \) and \( R_2 \) as done by Vaughan and Kozono matches the Clarke approximation [11] below:
\[
\rho_e = |\rho_{12}|^2 \tag{19}
\]

If equation (17) is substituted into equation (19) then it is in agreement with equations used by both Vaughan and Kozono. If \( \alpha = 0^\circ \) and \( \gamma = 0^\circ \) then the equation reduces to Kozono’s. Likewise, if \( \alpha \) is shifted by 45° and \( \Omega, \beta \) and \( \gamma = 0^\circ \), then the equation reduces to Vaughan’s as would be expected.

Measurements suggest a value of 6dB to be the average in an urban fading environment [4], although this value refers to the base station case. Cross-polar ratio has not yet been measured fully at the mobile so it is assumed to be 6dB here. With this in mind, equations (17) and (19) can be applied to a suitable angle of arrival (AOA) model at the mobile which is presented in equation (20). The angle of arrival is defined by the probability density functions, \( p(\beta) \) and \( p(\gamma) \). For many years it has been difficult to characterize the AOA due to the limits of measuring antennas. Many different models have been proposed as discussed by Ertel [7]. An appropriate mathematical model to evaluate the mean effective gain (MEG) is proposed by Taga [8]. In this model the distribution is uniform in azimuth (since there are random scatterers around the mobile) and Gaussian in elevation (since the base station is above the mobile without many scatterers at different heights above the mobile). Measurements made by Taga indicate that the mean AOA for the Gaussian elevation distribution is around 20° above the horizontal and also the standard deviation varies around 20°. Therefore these quantities will be used for analysis purposes. It must be noted though that this applies only to an outdoor Rayleigh fading environment. By applying the angle of arrival model, the correlation can be evaluated for every value of \( \beta \) and \( \gamma \), translated from \( \theta \) and \( \phi \) in [12, eq. (8)]:

\[
\rho_e = \left| \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} (ae^2 + bdf^2\text{XPR}) p(\beta) p(\gamma) \cos \theta \cos \phi \cos \theta \cos \phi d\theta d\phi \right|^2 \tag{20}
\]

*Figure 2 - Graph showing the correlation in different polarizations at the mobile with the angle of arrival applied*

Equation (20) is plotted in Figure 2 where the correlation is given versus angle \( \Omega \) for fixed values of \( \alpha \). The graph shows that there are a number of points where there is minimum correlation; the most notable, as will be seen later, is where \( \alpha \)
is 90° and Ω is around 45°, which means the polarizations in space have a ±67.5° configuration.

B. Branch Power Ratio

Maximum diversity gain does not necessarily occur at points where there is minimum correlation. The branch signal level difference, k, between the two antennas may conflict with this. Derivation of k is as follows using equations (10) and (11) if the angle of arrival is not considered.

\[
k = \frac{R_i^2}{R_0^2} = \frac{\cos^2 \beta + \text{XPR} \cos 2\gamma \cos (2\alpha - \Omega) (XPR \cos^2 \gamma - \cos^2 \beta)}{\cos^2 \beta + \text{XPR} \cos^2 \gamma \cos (2\alpha + \Omega) (XPR \cos^2 \gamma - \cos^2 \beta)}
\]

Equation (21) can be applied in the same manner as in equation (20) with correlation to determine an averaged value of k, \( \overline{k} \).

C. Polarization Diversity Gain and System Gain

Correlation and branch power ratio can be applied to find their effects on diversity gain [6] although when diversity gain is considered it has to be carefully defined at the mobile as it may not necessarily always reflect the performance of the selection diversity receiver, as will be seen. At the base station, the diversity gain is a comparison of the mean signal to noise ratio of two systems at a given reliability level; 99.9% is used in this instance. Traditionally, in the case of a base station, the single branch reference has been the vertical polarization since that is what would otherwise be present in a non-diversity system. Therefore we need to apply the loss factor, L, in a similar way to Kozono [3, eq. (15)], which in this instance is used for a selection diversity combiner rather than a maximum ratio combiner:

\[
L = \max \left[ \frac{R_i^2}{R_o^2} \right]
\]

(22)

where:

\[
\frac{\overline{R_i^2}}{R_o^2} = \frac{\sin^2(\alpha + \frac{\Omega}{2}) \cos^2 \beta + \text{XPR} \cos^2(\alpha + \frac{\Omega}{2}) \cos^2 \gamma \sin \alpha \cos \alpha \cos \alpha \cos \gamma}{\sin \alpha \cos \alpha \cos \alpha \cos \gamma}
\]

(23)

where \( \overline{R_o^2} \) defines the reference polarization at a given angle, \( \alpha_0 \). At the base station, this would be normally the vertical, when \( \alpha_0 \) is zero but at the mobile terminal, however, the vertical is not necessarily a good reference as far as talk position or other positions are concerned. The reference used is arbitrary, although it must be clearly defined and kept consistent when comparing different systems. In this paper 60° has been chosen (i.e. 30° above the horizontal).

Like correlation and branch power ratio, k, equations (22) and (23) can be applied to determine \( \overline{L} \) averaged over the angle of arrival distribution to determine the system gain which is related to diversity gain by the following equation:

\[
\text{System Gain} = \text{Diversity Gain} \times \overline{L}
\]

(24)

Careful note needs to be made here regarding the distinction between system gain and diversity gain at the mobile because if a gain is seen, it is not necessarily diversity gain. This is best illustrated in Figure 3 where system gain is plotted in the same way as correlation in Figure 2. It is important to note that there are values of gain or loss even when Ω is zero and correlation, \( \rho_{12} \), is unity in this instance. This is due to \( L \) not being unity where diversity gain is 0dB (because there is unity correlation) and system gain is not. Therefore, it is wrong to say there is diversity gain, when the diversity combiner is making no difference, it is inactive. System gain is therefore a more appropriate term to account for this.

![Figure 3 - Graph showing the system gain in different polarizations at the mobile with the angle of arrival applied](image)

It is noted from Figure 3 that the best overall system gain occurs at the ±45° (or \( \alpha = 45°, \Omega = 90° \)) configuration as is typical for polarization diversity. In Figure 2, however, this is not seen to be the case where other configurations like ±67.5° give an improved de-correlation, where there is optimum diversity gain but not necessarily system gain. It is therefore important to note the correlation and branch power ratio as well as the system gain output in a fading environment are analyzed also to ensure that the selection combiner is providing optimum performance.

D. Discussion of effects of cross polar ratio and angle of arrival

For polarization diversity, as much cross polarization as possible (i.e. XPR is as low as possible) is always desirable so a reduction below the assumed 6dB will increase the diversity potential and also move the optimum positioning of the two polarizations. In suburban and rural environments, XPR is likely to increase and so there is a maximum XPR to achieve polarization diversity. For XPR above 15dB there is little scope for polarization diversity in order to achieve suitable de-correlation, \( \rho_{12} \), a reasonable branch power ratio, k, and signal to noise ratio loss, L. It is therefore necessary that a suitable level of scattering is available to gain sufficient de-polarization from a single polarization source.
### E. Effect of angle of arrival

Considering measurements undertaken by Taga [8], the main variation when using the Gaussian model for the elevation angle of arrival is that the standard deviation rather than the mean is changing to any significant degree. When analyzing the correlation and overall system gain, analysis does not show any significant change so the results that are seen in Figure 2 and Figure 3 do not change to any significant degree. Using the model proposed in this paper therefore, the effects of changing angle of arrival in normal cases are insignificant.

### III. Theoretical Model for Measuring Polarization at the Mobile

This section pays attention to the affects of a measuring antenna if the polarization characteristics of a fading environment were ever to be measured. Note here this is only considering measurement of the fading environment in isolation, not the polarization diversity antennas themselves, which will be considered in the next section. When measuring the polarization characteristics, it is only possible to do so with a measurement antenna that has purely vertical polarization and one that has purely horizontal polarization. Crossed dipoles would not be suitable in this scenario since the horizontal dipole will still have some $E_\theta$ polarization as well as $E_\phi$ polarization so it would not be 100% horizontally polarized in this sense. A vertical dipole and a horizontal loop antenna would be suitable since the loop has only $E_\phi$ polarization [14] so it can be considered a completely horizontally polarized “dipole”. Using such antennas, there are three possible effects from the measurement antenna properties that could impact on measurements as follows:

1. The complex isolation between the measurement antennas.
3. Polarization impurities in each measurement antenna branch.

The effects of isolation and measurement antenna impedance differences can be considered by adding a transfer matrix, $S_T$, to equation (1) as follows:

$$ V_L = \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = S_T \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix} $$  \hspace{1cm} (25)

where $S_T$ is derived from Vaughan and Bach Andersen [13] applied to a two-port impedance network for measurement antenna impedance, $Z_d$, and load impedance $Z_L$ (with impedance $Z_0$ at each terminal):

$$ S_T = Z_d(Z_d + Z_L)^{-1} $$  \hspace{1cm} (26)

Using two-port $S$-parameter conversions [15] the transfer matrix is best expressed in terms of $S$-parameters (assuming a reciprocal network if $s_{12} = s_{21}$):

$$ S_T = \begin{pmatrix} s_{21}(z_{22} + Z_0) & s_{12} \\ -s_{21} \frac{2z_{21}}{2} & s_{12}(z_{11} + Z_0) \end{pmatrix} = \begin{pmatrix} s_{f1} & s_f \\ s_r & s_{f2} \end{pmatrix} $$  \hspace{1cm} (27)

It is useful to note that $S_T$ is determined by isolation, $s_{r1}$, and load transfer at each port, $s_f$ and $s_{f2}$. If the measurement antennas are identical then $s_{r1} = s_{f2}$. Further to this, if the ports are matched then $s_f = 0.5$. After applying $S_T$, the complex correlation at each angle as in equation (17) becomes:

$$ \rho_{12} = \left[ \frac{s_{f1}a + s_{r1}c}{s_{f1}a + s_{r1}c} \right] e^{2} + \left[ s_{f2}d + s_{r2}a \right] f^{2} $$  \hspace{1cm} (28)

Equation (28) indicates that there could be an imaginary component present in the measured correlation with low isolation, $s_{r1}$ (i.e. $s_{12}$ is close to unity) or impedance mismatch. If there is high isolation (i.e. low $s_{12}$) it reduces to equation (17). The branch difference, $k$, and overall signal loss, $L$, will be affected by $S_T$ so they change as follows:

$$ k = \frac{s_{f2}c + s_{r2}a}{s_{f1}a + s_{r1}c} e^{2} + \left[ s_{f2}d + s_{r2}a \right] f^{2} $$  \hspace{1cm} (29)

$$ L = \max \left[ \frac{s_{f1}a + s_{r1}c}{s_{f1}a + s_{r1}c} e^{2} + \left[ s_{f2}d + s_{r2}a \right] f^{2} \right] $$  \hspace{1cm} (30)

Equations (29) and (30) reduce to (21) and (23) with high isolation, $s_{r1}^{-1}$, and with impedance matching. Another factor is that the measurement antennas may have the same polarization impurity, $M$, defined as follows:

$$ M = \begin{pmatrix} 1 & V_{XP}/V_{CP} \\ V_{XP}/V_{CP} & 1 \end{pmatrix} = \begin{pmatrix} 1 & m \\ m & 1 \end{pmatrix} $$  \hspace{1cm} (31)

where $V_{CP}$ and $V_{XP}$ are the co and cross-polar complex voltages of the measurement antennas respectively. Therefore $m$ is defined as a complex voltage ratio. When $M$ is multiplied by $S_T$ equation (30) can be further modified to include polarization impurities:
It must be further noted that the two measurement antennas may have different polarization impurities \( m_1 \) and \( m_2 \), and that they may vary between angles, which causes equation (32) to be even more complex and have further effects on measurement. For low values of complex isolation \( s_{\mathrm{r}} \) \( < -20 \text{dB} \), the complex correlation can result in having an imaginary part along with reduction in diversity gain. Also shown by the simulations is that high polarization impurity above -20dB will degrade diversity gain by more than 1dB, which is in agreement with Collins [9]. Further reduction comes with two measurement antennas with a high difference in gain (>3dB). This is mainly due to the branch difference, \( k \), becoming too high.

It should be noted for the above cases, that it is only possible to measure the two polarizations with realizable measurement antennas using the vertical/horizontal (i.e. orthogonal) configuration so \( a = 1 \), \( b = 0 \), \( c = -1 \) and \( d = 0 \). It is unfortunately not possible to implement antennas to measure the non orthogonal polarizations considered in this model. This therefore also means that polarization diversity antennas that take full advantage of the polarization diversity present in the fading environment cannot be deployed. Therefore, by noting this point, a new model is described in the next section which will show the distinctive difference between polarization diversity of the fading environment and polarization diversity that is inherent within an angular diversity system.

IV. ANTENNA POLARIZATION DIVERSITY AT THE MOBILE

Up to this section, only polarization diversity of the fading environment between two polarizations in space at the mobile has been considered. This final section will show how there is a distinction between the antenna polarization diversity and the polarization diversity of the fading environment, both of which have different applications. The method proposed in this section shows how two antennas that have angular diversity may also have differing polarizations so that there is a contribution of polarization diversity inherent within the angular diversity system. For mobile antennas that do not have a directional antenna and a narrow angle of arrival, as at the base station, this is the only realistic way to evaluate polarization diversity where the \( A_\phi \) and \( A_\theta \) polarizations of the antenna have to be considered at each angle as illustrated in Figure 4 and then they can be compared to the total polarization also shown. To correlate the polarizations of two diversity antennas it is possible to apply equation (33) from [16 eq. (28)] to evaluate the correlation between two different antenna polarizations. This equation is able to show that a pure polarization diversity antenna such as a horizontal loop and vertical dipole antenna will have zero angular correlation with zero polarization correlation because angular diversity is a comparison of angular patterns in the same polarization [16 eq. (23)]. To show what polarization contribution there is in two examples of polarization diversity antennas there are two scenarios in Figure 5 where the angular spacing is varied between the two dipoles but with different orientations. Firstly, Figure 6 shows that when angle \( \phi \) is opened out to 90°, there is not zero polarization correlation in the antennas because the horizontal dipole has some \( A_\phi \) components as well as \( A_\theta \) components so therefore there is not total polarization de-correlation unlike the fading environment and the angular de-correlation shown in Figure 6 also. The same analysis is shown for Figure 5 (b) in Figure 7 also with a different orientation for angle \( \epsilon \), where there is little polarization de-correlation within the antennas. It is therefore clear that changing the polarizations between two dipoles is creating an angular diversity system with some inherent polarization diversity also and that the polarization diversity of two polarizations in space is a completely separate matter not related to that of the antennas.

**Figure 4 Diagram showing the \( A_\phi \) and \( A_\theta \) polarizations and total polarization of an antenna at a given angle**

To evaluate the total diversity gain and system gain of the two polarization diversity antennas at different polarizations, it is necessary to evaluate their mean effective gain [8] from which branch power ratio, \( k \), and signal gain/loss \( L \) could be derived by taking appropriate ratios of the evaluated mean effective gains. Only analysis of the correlation, however, has been presented here because it shows what contributions of polarization diversity there are in two mobile terminal antennas if there is any system gain. A further factor not considered in this scenario is the mutual coupling effects of having the two dipoles in the presence of each other, where their field patterns will be distorted. This has not been considered as it is not so practical to have two co-located dipoles in the presence of each other and measure or simulate their field patterns. Where any two simulated or measured diversity antennas are evaluated in this way, the mutual coupling which will contribute to the angular and polarization...
diversity will be inherent in the evaluation. It is also possible that the presence of the user or other nearby objects can be included if necessary.

\[
\rho_{12} = \frac{\int_{0}^{\pi/2} \int_{0}^{2\pi} XPR \left( \frac{|A_{11}|^2 + |A_{22}|^2 + |A_{12}|^2 + |A_{21}|^2}{|A_{11}|^2 + |A_{22}|^2} \right) p_{s}(\theta, \phi) \sin \theta d\theta d\phi}{\sqrt{\sigma_{1}^2 \sigma_{2}^2}}
\]

(33)

\[
\sigma_{2}^2 = \frac{\int_{0}^{\pi/2} \int_{0}^{2\pi} XPR \left( \frac{|A_{11}|^2}{|A_{11}|^2 + |A_{22}|^2} \right) p_{s}(\theta, \phi) + \frac{|A_{12}|^2}{|A_{11}|^2 + |A_{22}|^2} p_{s}(\theta, \phi) \sin \theta d\theta d\phi}{\sin \theta d\theta d\phi}
\]

(34)

**Figure 5** - Comparison of two antenna polarizations to be applied to polarization diversity

V. CONCLUSION

A new theoretical model for polarization diversity at the mobile terminal has been discussed where the differences between polarization diversity of a fading environment and the polarization diversity inherent within an angular antenna diversity system are distinguished. Results show that for two polarizations in space (not that of the antennas) the best output with maximum system gain is at the ±45° configuration although there is minimum correlation and equal branch power at ±67.5°, where the selection diversity combiner will perform best and give optimum diversity gain. This is important to note so it is understood how well the diversity system is performing internally. Attention is also given to characterizing the polarizations at the mobile using a loop and dipole antenna and thus showing how a new modeling approach is necessary at the mobile.

Taking two dipoles as an example, the second model approach has shown how much polarization diversity contribution there is when evaluating the angular diversity of two ideal dipole antennas as an example. The difference between this and the polarization diversity of a fading environment between two polarizations in space is explained. Results show that dipoles and other linear antennas can have some, although not always a large degree of polarization diversity if they do have different polarization orientations.

**Figure 6** - Comparison of antenna polarization correlation, angular correlation and fading environment polarization correlation for the scenario in Figure 5 (a)

**Figure 7** - Comparison of antenna polarization correlation, angular correlation and fading environment polarization correlation for the scenario in Figure 5 (b)
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