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Abstract

What dynamics do simple recurrent networks (SRNs) develop to represent stack-like and queue-like memories? SRNs have been widely used as models in cognitive science. However, they are interesting in their own right as non-symbolic computing devices from the viewpoint of analogue computing and dynamical systems theory. We train SRNs on two prototypical formal languages with recursive structures that need stack-like or queue-like memories for processing, respectively. We analyse the evolved dynamics, interpret them in terms of simple dynamical systems and relate the different ease with which SRNs acquire them to the properties of these simple dynamical systems. Within the dynamical systems framework, we conclude that the stack-like language is simpler than the queue-like language without making use of arguments from symbolic computation theory.
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1 Introduction

Artificial neural networks have been used for modelling cognitive processing as an alternative to classical symbol-based methods (Ellis and Humphreys, 1999; Elman et al., 1990). This is especially true for simple recurrent networks (SRNs) in natural language and sequence processing (Christiansen and Chater, 1999), and evidence exists that recurrent network networks (RNNs) are capable of learning the essentials of syntactic processing from scratch and that their performance matches human performance as regards for example the decay of performance with longer constructions or the preference of certain structures over others (Christiansen and Chater, 1994; Christiansen and Devlin, 1997; Christiansen and Chater, 1999b; Ellefson and Christiansen, 2000; Lupyan and Christiansen, 2002; Gräning, 2003; Monaghan et al., 2003).

Yet SRNs (Elman, 1990) deserve attention in their own right as non-symbolic computing devices, and are of interest from the perspective of theoretical computer science since they are instantiations of analogue computers, whose computational capabilities have been theoretically assessed and compared to those of well-known symbolic computers or automata (Hopcroft and Ullmann, 1979); it has been shown that RNNs can emulate a Turing machine, and might even perform Super-Turing computation (e.g. Siegelmann and Sontag, 1995; Hammer, 1997; Moor, 1998). While these theoretical assessments often restrict themselves to hand-coding weights in order to implement a certain dynamic desired for the emulation of a symbolic automaton in an SRN, and thus did not lay weight on the process of training, most of the simulations on language processing have focused on the learning process and the final performance and have been interested in the inner SRN dynamics to a lesser extent from a computational point of view.

However, it is not a-priori obvious that the dynamics suggested in the theoretical approaches can serve as an idealisation of the dynamics that evolve when SRNs are actually trained on a natural or formal language. On the contrary, the hand-coded network dynamics implement symbolic automata in such a naive one-to-one way that the advantages of an analogue architecture are lost, e.g. a quantitative metric similarity measure between related processing states (van Geel, 1998, 1999; Visser et al., 2004). Furthermore SRNs have emergent
architectural biases that might be different from the biases of a human tailoring an RNN fitted for a certain dynamical system (Casey, 1996; Hammer and Tino, 2003; Tino et al., 2004; Tino and Hammer, 2003; Visser et al., 2004), and an emerging representation of a formal language might look quite different from the one in symbolic automata. So far, little is known about the systematic relationship of the type and complexity of a formal language to the complexity of its (emerging) network dynamics. For example, Labor (2000) shows that changing parameters minimally, essentially the same network dynamics moves from processing a context-free language to a non context-free one. Hence the classical strict boundaries of representational power between different language classes and automata do not play a primary role in analogue computing.

With this work we would like to contribute to filling on the one hand the gap between our knowledge of the theoretical power of SRNs and what has been practically achieved by learning in network simulations. On the other hand we want to analyse what kind of structured dynamics RNNs or more specifically SRNs with second-order weights suggest as representations of prototypical formal languages when they are trained, and how these dynamical representations relate to language properties.

The underlying general idea of training SRNs on languages is that the network learns to decide which properties of the input symbols are relevant to produce the desired output and that it to this end must reconstruct the relevant or causal states (Crutchfield, 1993, 1994) for the output as a suitable summary over the inputs seen so far. It has been shown that the causal states emerge as clusters of state vectors (Cleermans et al., 1989).

In this article we concentrate on two simple formal languages, a deterministic palindrome language and a deterministic duplication language. These two languages have been essential for defining the standard view on symbolic computing since they exhibit two basic kinds of recursion, namely a stack-like and a queue-like structure. Furthermore these structures are also found in the syntax of natural languages (Savitch et al., 1987) and are thus also of interest from a cognitive point of view. We are especially interested in the dynamical differences of the representations of our two languages and want to see how these differences are related to the properties of the underlying formal languages.
2 Background

Let us start stating important differences between symbolic and analogue automata. The main properties of symbolic automata (Hopcroft and Ullmann, 1979) are (i) a discrete state space, (ii) a single powerful finite control, (iii) the distinction between finite control and (possibly infinite) memory resources, and (iv) hard limits as the typical behaviour when resource limits are reached. Usually the limited resources take the form of restricting the amount of memory or time consumed as a function of the data length, and it is well known how a given language is represented in such an automaton using rewrite and transition rules of a particular type. Opposed to this, the main features of recurrent neural networks acting as analogue computing devices (in the guise of dynamical recognisers, Moore, 1998) are (i) a continuous but bounded state space, (ii) many elementary processors (model neurons) but connected in a complex way, (iii) no distinction between control and memory, both are encoded in the connecting weights (model synapses), (iv) the primary limited resource is numeric precision of dynamic variables, and results in soft limits and graceful degradation. While the questions of representation and complexity in a symbolic setting have found answers, these questions are largely unanswered in an artificial neural network setting.

It was recognised early that neural networks with discrete neurons, i.e. neurons whose activation can only take on a finite number of values, are closely related to finite state automata (FSAs). In fact, McCulloch and Pitts (1943) gave birth to the concept of both artificial networks and FSAs. And accordingly, simulations (e.g. Cleeremans et al., 1989; Giles et al., 1992; Omilua, 2001; Lawrence et al., 1998) for a comprehensive overview see Jacobson, 2005) with continuous neurons soon revealed that approximations to the original FSA could be extracted from an SRN trained on the corresponding language. Casey (1996) proved that SRNs must organise their state space such that regions in state space correspond to states of a finite state automaton (FSA) when successfully trained on a regular language under the assumption of noisy trajectories ((with a bounded noise process, e.g. a consequence of limited numerical precision). Thus, for regular languages there is a good match between theory and simulations.
In practical cases however, the SRN hardly represents a FSA perfectly (e.g. due to finite training). A perfect representation would for example entail that closed loops in the FSA correspond to—in the simplest case—attractive fixed points of certain combinations of SRN dynamics. In simulations, SRNs might instead of such a fixed point use a slowly transient region that suffices to keep the network activation in a certain region for a certain number of time steps [Omlin, 2001; Zeng et al., 1999]: for practical purposes it is not important to have a real attractive fixed point as long as there is a slowly transient region that is functionally equivalent at least for the string lengths encountered during training and test.

A general remark on idealisation in symbolic and analogue systems might be appropriate here. Every concrete symbolic automaton (for example a desktop computer) has only a finite amount of memory. Theoretically speaking, it is therefore only equivalent to a (very complex) FSA and thus can only process regular languages. For any practical purposes, however, it is fine to treat it as a Turing machine (or rather as a Turing-equivalent random access memory machine) assuming there are no memory limitations: the structure of this complex FSA is better captured by the idea of it being infinite [Savitch, 1970].

The resource in analogue computation that compares to memory is precision. And likewise there are results [Casey, 1996; Moore, 1998; Maass and Orponen, 1998] that with limited precision (for example from ubiquitous noise or numeric imprecisions) at best regular languages can be processed reliably (when all the fixed points are really attractive fixed points and not slowly transient regions). But similar to the example of the symbolic desktop computer, the essentials of a dynamics are often better captured in the spirit of analogue computation when we abstract away from limited numeric precision and imperfect fixed points.

We have noted above that the state space of an SRN is not discrete and can thus accommodate an infinite number of different states. Already in the case of regular languages the SRNs show a tendency to represent some languages in a “fractal” way: a tendency to make finer substifications in the state clusters [Cleeremans et al., 1989] than would functionally be necessary for producing the correct output or correct state space transition upon the next input: states tend to cluster closer to each other not only when they have a similar future.
but also when they have a longer similar past. Thus the dynamics are sensitive for previous context.

While this sometimes impedes processing of regular languages it enables SRNs to process non-regular languages using an infinite number of states: for non-regular languages the finer structures within clusters often do play a functional role due to expanding network dynamics that eventually map nearby states onto very different regions with different output and transition behaviour. From the present experimental evidence (see below), one can conclude that SRNs use distance between states to encode similarities of the past and future trajectories of these states. Dynamics are tuned such as to diminish or enhance appropriately the distances between states just according to how relevant the differences between these states are for the next few outputs or transitions, thereby making efficient use of the compact state space. In other words, functional relationships between states are encoded in the geometrical relationships between clusters and their finer sub-structures (see also Tino and Hammer, 2003 for the encoding of statistical properties of network input into its state space geometry). Of course, in view of Cason's theorem representations of non-regular languages cannot be robust to noise since due to the compactness of the state space there are state clusters that get arbitrarily close as their number increases however small they might be.

To wrap up the arguments, due to 'imperfect' attractive sets, noise and compactness of the state space, we cannot expect any learnt dynamics to process the whole infinity of a language. However, the network will still try to adapt its dynamics such that the distinctions between states most relevant for the time being are most easily accessible geometrically. Therefore the geometric distribution of clusters can still serve as a starting point for the interpretation of the dynamics. This has found evidence in the following simulative work:

For context-free structures, simulations focusing on both cognitive and dynamical system aspects have been carried through. Pollack (1991) suggested how to embed a counter required for the simplest non-regular language $a^nb^n$ (i.e. ab, aabb, aaabbb, ...) in a single dimension, anticipating later results of Wiles and Elman (1997), Bodén et al. (1999), Wiles et al. (2001), Bodén and Blain (2003), Bodén and Wiles (2000), Rodriguez (2001) analysed
some more sophisticated context-free languages, finding dynamics for the palindrome language comparable to ours.

For context-sensitive structures only few simulations have been carried out: Christiansen and Chater (1999b) focused on the performance of SRNs as compared to humans, and Tabon (2002) centred the dynamical analysis of trained networks on decay properties of the evolving network dynamics. Rodriguez (2001) also analysed some simple context-sensitive languages and Bodén and Wiles (2000) concentrated on $a^nb^nc^d$. All of these languages fall into the queue automaton (QA) subclass QA, of languages (Cherubini et al., 1991) properly contained in the class of context-sensitive languages, but they still make only marginal use of the cross-serial type of recursion typical for this class.

In our simulations we will—to our knowledge for the first time—use a duplication language that will make more thoroughly use of cross-serial recursion. In fact, it is almost as prototypical a language for this type of recursion as is the palindrome language for context-free centre-embedding recursion (Cherubini et al., 1991). And we will contrast the evolved dynamics for these two languages in order to relate their dynamical and formal representation.

3 Simulations

In the following, we will firstly define what we mean when we talk about the palindrome and duplication languages. Then we will describe what the network’s task will be when learning these languages. We will, thirdly, define our second-order variant of SRNs and, fourthly, introduce a training scheme that includes a hill-climbing aspect, and, finally, we will describe the simulations. However a detailed discussion of the successful networks’ dynamics will be deferred until the next section.

3.1 Languages

In order to keep the simulations as simple as possible, we concentrate on simple formal languages exhibiting centre-embeddings and cross-serial recursiveness over a binary alphabet $\{a, b\}$. Let $w$ be an arbitrary string over $a, b$. 8
The palindrome language (figure 1) then is the set of all strings of the form \(ww^r\), i.e. a string \(w\) followed by a mirror-reversed copy \(w^r\) of \(w\). It is a context-free language and therefore needs a stack-like memory to keep track of its centre-embedding recursion. The duplication language (figure 2) is the set of strings \(ww\), a string \(w\) followed by an identical copy \(w\) of the same string. It belongs to the context-sensitive class of formal languages and needs for its cross-serial dependencies a queue-like memory.

By a ‘stack-like memory’ we mean a memory that can—like the stack in a push down automaton (PDA)—only be accessed in a ‘first-in last-out’ manner, i.e. before reading out a particular item, all other items that were stored after it have to be read out and removed from the memory. A ‘queue-like memory’ is a memory that can only be accessed in first-in first-out manner: if you want to read out a particular item, all other items stored before it have to be read out and removed from the queue before access is granted.

[Figure 1 about here.]
[Figure 2 about here.]

3.2 Task

The network learns these languages in the following deterministic transducer task (Medina, 2010): First a string \(w\) is fed to the network symbol by symbol, then upon input of a special symbol \(\triangleright\) it is to produce the second part \(w^r\) or \(w\) symbol by symbol as its output. When there are no more symbols to reproduce for input \(\triangleright\), the network should reply with the special symbol \(E\) (see figure 3 for example input/target pairs).

Note that a recognition task on \(ww^r\) or \(ww\) would require a non-deterministic automaton since the transition from the first \(w\) to the second \(w^r\) or \(w\) cannot be determined Deterministically. However \(w\) can be transduced deterministically into \(w^r\) or \(w\) since \(\triangleright\) explicitly indicates that the input of the first \(w\) is finished.

[Figure 3 about here.]

---

1In fact, cross-serial structures do by far not exhaust syntactic structures allowed for by context-sensitive grammars. The appropriate grammar class and automata type are context-free breadth-first grammars and real-time QA (Cherubs et al, 1991).
This transducer task is a variant of prediction learning. We chose it, since the second part \( w^r \) or \( w \) of a string \( ww \) or \( w^r w \) is perfectly predictable once the first part \( w \) has been encountered. On the other hand since \( w \) is constructed randomly of \( a \)s and \( b \)s, no symbol in the first part \( w \) contains any hint about any other symbol in this first part, and the same argument applies to the second part. Thus the network would not gain from being supplied with previous symbols (as in a prediction task). It must simply organise its dynamics as to allow for an appropriate stack-like (for \( w^r \)) or queue-like (for \( ww \)) memory to evolve.

3.3 Network

We slightly broaden the notion of SRNs and use for the simulation networks with second-order weights similar to the networks used for example in [Pollack 1991] with the following update function. Let \( i^{(t)} \) denote the input vector at time \( t \), \( x^{(t)} \) the vector of activations of the neurons in the hidden layer, and \( o^{(t)} \) the output vector at time \( t \). Then

\[
x^{(t)}_i = f(w_{ijk}x^{(t-1)}_j i^{(t)}_k), \quad o^{(t)}_i = f(v_{ijk}x^{(t)}_j i^{(t)}_k)
\]

(1)

where \( w_{ijk} \) and \( v_{ijk} \) are the weight matrices, \( f \) the standard sigmoid function \( x \mapsto 1/(1 + e^{-x}) \), and summation over the indices \( j \) and \( k \) is implicitly understood. The bias term is realised as a neuron with constant activation equal to one. According to the taxonomy introduced in [Kremer 2001] we use a spatiotemporal connectionist network (STCN) with second-order context memory.

We use this second-order variant of an SRN since the search space for possible solutions is bigger than for standard first-order SRNs [Bodén and Blair 2000], at least if applied in conjunction with gradient based learning algorithms [Bodén et al. 2000]. The standard back-propagation through time (BPTT)(n) algorithm (e.g. Williams and Peng 1990) is straight-forwardly adapted to include second-order weights. In addition, we added some minor modifications

\(^2\)In a prediction task the information that the second part of a string has been reached is usually also supplied explicitly by drawing the symbols for the second part from a different alphabet, i.e. one uses \( uW \), where \( W \) is a copy of \( u \) in which all letters are replaced by their uppercase equivalents.

\(^3\)Using Kremer’s notation and variable names, our update function of the hidden layer reads: \( f_h(\tilde{x}_t - 1, \tilde{x}(t), [W]) \equiv \sigma(W[h(t)][1 \oplus \tilde{x}(t - 1)]) \) and the output function reads: \( f_d(\tilde{x}_t, \tilde{x}(t), [W]) \equiv \sigma(W[\text{out}][1 \oplus \tilde{x}(t)]) \).
to improve speed (see Appendix: Training algorithm). We stick to a variant of BPTT and SRNs despite their well known technical short-comings (e.g. Bengio et al. 1994, Bodén et al. 1999) since it is a standard tool in cognitive science and furthermore the hidden state space is more amenable to analysis than in technically more versed types of networks and learning algorithms (Hochreiter and Schmidhuber 1997, Schmidhuber et al. 2002).

If one— as we do — employs input symbol patterns in which all but one input neuron are 0, we get for each input symbol $a, b, \ldots$ a function $F_S : x_i \rightarrow f(w_{ijk}x_j^{i_S})$ where $i_S$ is the input vector corresponding to the input symbol $S$ that maps the hidden state space $X$ of the network onto itself. The $F_a, F_b$ and $F_i$ make thus up a system of iterated functions on $X$ which can be treated, together with the partition of the state space given by the output mapping, as a type of dynamical recogniser (Moore 1998).

### 3.4 Systematic retraining

In previous work on non-regular languages and SRNs, researchers had a hard time training their networks. Often only a fraction converged successfully on the target languages, and therefore they frequently concentrated on the best networks which were analysed as exemplary in-principle solutions.

Frequently, they subjected these best networks to retraining with a smaller learning rate $\eta$ to improve and fine-tune their performance (Rodriguez and Wiles 1998, Rodriguez et al. 1999, Bodén and Wiles 2000, Rodriguez 2001). In this paper we want to follow this line, but do the retraining in a more systematic manner. We therefore introduce a hill-climbing aspect as a systematised version of retraining with a lower learning rate $\eta$, see figure 4: a network is trained for a fixed number of epochs on the training set with a fixed learning rate. After each training epoch, the network is run on a test corpus on which its performance in terms of the number of correctly processed strings is determined, and finally its weights are saved. Afterwards those weights that have given the best performance on the test set are restored and subjected to retraining with a smaller learning rate. For testing, a string counts as an error when its second half is not correctly reproduced.

\footnote{For testing, we account for deviations from the target output, interpreting the output...}
3.5 Preliminary simulations

Let \( \text{PAL}(n) \) and \( \text{DUP}(n) \) denote the finite subsets of all \( w^w \) and all \( ww \) respectively where \( w \) is allowed to have a maximal length \( n \).

In preliminary experiments (with set-up and parameters similar to the case described in more detail in the next section, see footnote\(^5\)) we trained \( \text{PAL}(n) \) and \( \text{DUP}(n) \) with \( n \) ranging from four to seven on at least 100 second-order SRNs with three to ten neurons in the hidden layer. The training sets of size 1000 were drawn randomly from the language under consideration with a bias for shorter strings. The test sets consisted of all strings of the actual language ordered according to, firstly, increasing length, and secondly lexicographic order (Jacobsson and Ziemke 2003). Thus the test sets overlapped with the training sets.

In these preliminary experiments, we wanted to include strings from at least \( \text{PAL}(4) \) and \( \text{DUP}(4) \) because we judged this the minimal length for which the structure of their infinite generalisations would be sufficiently clear. It turned out that the hidden layer needed at least five neurons to produce some networks that processed \( \text{DUP}(4) \) without error. Even though a higher number of hidden units (HUs) allowed to process longer strings correctly we judged that the network dynamics would be easier to identify in networks with only five HUs. The palindrome language \( \text{PAL}(4) \) was learnt without error by a majority of networks with five HUs, so we decided to focus on the more difficult \( \text{PAL}(5) \), for it is important to train the networks at the edge of learnability for structured dynamics to emerge (Cleeremans et al. 1989).

Results are that five out of 125 networks learnt \( \text{PAL}(5) \) without error and eleven out of 100 learnt \( \text{DUP}(4) \) without error.\(^\dagger\)

---

activation as follows: \( E \) if the activation of the corresponding output neuron is \( \geq 0.5 \), otherwise \( a \) or \( b \) whichever has higher activation.

\(^5\)See Rodríguez (2001) for a similar approach on the palindrome language. Rodríguez used first-order SRNs and trained them in a classical prediction task on \( \text{PAL}(6) \). In a prediction task the appearance of the first symbol of the second part cannot be foreseen. Therefore the string lengths are comparable to ours \((\text{PAL}(5))\). The trained first-order networks showed dynamics similar to ours. While we found some networks that could learn \( \text{PAL}(5) \) without error, Rodríguez’s best network got 78% of the strings in \( \text{PAL}(6) \) right. However Rodríguez enriched \( \text{PAL}(6) \) from the outset with longer homogeneous strings, and was able to report on
In sum, we decided to concentrate on networks with five HUs since they seemed to be an acceptable compromise between computational power and amenability to analysis. We will describe these simulations with SRNs with five hidden units trained on \( \text{PAL}(5) \) and \( \text{DUP}(4) \) in more detail in the next section.

The fact that we were not able to train networks with five HUs to perform without error on \( \text{DUP}(5) \) (the best networks still got 18 out of 62 strings wrong) reveals, as a first result, that the palindrome language is easier to learn than the duplication language.

4 Dynamics

However we are not primarily interested in the networks’ performance \textit{per se} but rather in the evolved dynamics and an explanation of the performance differences of \( uu^r \) and \( uu \) in terms of the dynamics. To this end, we concentrate on the simulations with SRNs with five neurons in the hidden layer trained on \( \text{PAL}(5) \) and \( \text{DUP}(4) \), respectively, from the previous section.

We take those networks that did not make any error on their respective language and have a closer look on their evolved dynamics before suggesting a dynamics that abstracts away from peculiarities and imprecisions in individual network dynamics.

4.1 Evolved dynamics

In order to analyse the dynamics, we took those networks that had learnt their respective language without error and recorded the state of the hidden units while they were processing 1000 strings of their languages. Not surprisingly, state vectors show a tendency to cluster close to each other (Cloeremans et al.).

---

Some generalization beyond this training set (the best network got about 34% of \( \text{PAL}(7) \) right). Our own attempts towards generalisation were equally inconclusive. Therefore we refrain from reporting them.

6For these languages we used the following parameters: Strings of lengths 1, 2, 3, 4, 5 were selected with probabilities 0.05, 0.15, 0.2, 0.4, 0.2 for \( \text{PAL}(5) \) and strings of lengths 1, 2, 3, 4 with probabilities 0.05, 0.15, 0.4, 0.4 for \( \text{DUP}(4) \). All strings of equal length were equally probable. The parameters of the training (see the Appendix and figure 11) were for \( \text{PAL}(5) \): \( \epsilon_{\text{max}} = 1200 \), depth of unfolding \( n \approx 11 \) (the length of the longest string in \( \text{PAL}(5) \) plus an extra \( \epsilon \) to test for empty storage). For \( \text{DUP}(4) \) we had \( \epsilon_{\text{max}} = 600 \) and \( n = 9 \). For both languages, we started with a learning rate \( \eta = 0.1 \), divided by 2 for each hill-climbing step until it fell below 0.001.
according to the contents a symbolic stack or queue (see figures 1 and 2) would have after having seen the same input string of as, bs, and . Furthermore we note that clusters of state vectors are not distributed randomly in the network's state space: the stack- or queue-like memory that evolved in training is encoded in the spatial relation of the clusters and the dynamics of transition between them effected by the different inputs.

We visualised the five-dimensional (5D) hidden state space of the SRNs as a sequence of two-dimensional (2D) projections in which principal component analysis (PCA) proved helpful or not, depending on the individual network\(^7\). By inspection, we found that 2D structures of clusters such as in figure 5(a) for \(ww^r\) and in figure 6(a) for \(ww\) were recurrent in many of the well-trained networks during the input of the first half \(w\) of a string, and thus we decided to focus our analysis on these structures. In the sequel we concentrate on the two particular networks from which the graphs in figures 5 and 6 were derived since they are prototypical examples of the evolved dynamics in the other networks.

[Figure 5 about here.]

[Figure 6 about here.]

We note that along one direction, the number of preceding input symbols is counted: for \(ww^r\) roughly from right to left in figure 5(a), and for \(ww\) from top to bottom in figure 6(a). The distances between clusters projected along this direction show a tendency to decrease with an increasing number of inputs. Thus this direction is reminiscent of a monotonous multiplicative counter \cite{Boden and Blum, 2003} and can be said to encode the memory (stack or queue) depth. The type of the inputs seen so far, i.e. the contents of the (stack- or queue-like) memory is, in contrast, encoded in a direction roughly perpendicular to the first: travelling from low to high memory depth, the trajectories have a tendency to branch always to the same side according to the last input a or b.

But the dynamics for \(ww^r\) and \(ww\) are qualitatively different. For \(ww^r\), inputs cause large jumps (length \(\approx 0.8\) in figure 5(a)) in state space, even for

\(^7\) We considered as well three-dimensional projections which however did not reveal any structure above and beyond the 2D ones. In fact, it would be desirable to also take into account non-linear sub-manifolds of the state space, and not only the linear ones defined by projections and PCA. However here we content ourselves with linear sub-manifolds as in most previous work in this field.
greater stack depth, and thus trajectories cross each other frequently. For \(ww\) we get a different picture. Here inputs tend to cause shorter jumps in state space with increasing queue depth, and trajectories tend not to cross each other. The structures are less pronounced for higher memory depth. This might be caused by nonlinear distortions due to the neurons’ activation functions reaching saturation. Still it is easy to see how these structures could be extended to higher depth in the absence of such distortion.

4.2 Essential dynamics

Of course, for each individual network the dynamics look a bit different from the prototypical ones presented, but we want to understand the essentials of the dynamics underlying the representation of the \(ww^r\) and \(ww\) languages in SRNs. This is, we aim to find an idealised 2D dynamical system that solves the task, resembles the actually encountered dynamics closely enough, and with infinite precision would be able to deal with strings from \(ww^r\) or \(ww\) of unbounded length. Previous work (e.g. Bodén and Blair 2003, Rodríguez 2001) has demonstrated that the dynamics of networks in formal language tasks can often be interpreted in terms of simple dynamical systems that abstract away from the peculiarities and distortions of its concrete realisations in the networks. Is there such an interpretation even in the case of \(ww^r\) and \(ww\)?

How, then, can we implement a stack-like memory in 2D in a simple way? Remember the activation of the hidden neurons are confined to \([0, 1]\).\(^9\) And assume the symbols of our alphabet \(a, b\) correspond to the numeric values 0 and 1.

The key idea here is to find a real number \(x \in [0, 1]\) with binary expansion \(x = 0.x_0x_{-1} \cdots x_0\) given an input sequence \(x_0x_1 \cdots x_n\) where all \(x_i\) are binary digits. Let us start with \(x = 0.0\) and insert 0 or 1 according to input \(a\) or \(b\) in the most significant digit of its binary expansion. Dividing \(x\) by 2 at each new

---

\(^8\)This is clear for the projections shown here and need not necessarily be so for the full 5D dynamics. These results have also been confirmed calculating the full 5D Euclidian distance between cluster centres.

\(^9\)They do so only close to the border of the state space where nonlinear distortion is high.

\(^{10}\)In fact, 0 and 1 can only be reached as asymptotic activation values. Essential for the following argument is only that the state space is bounded. Then by rescaling we can make it fit to whatever range of activation we like.
input symbol corresponds to shifting right the binary expansion by one digit. In the new vacant first position we can then insert a 0 or 1 whichever the input. Reading out the sequence now stored in \( x \) we simply have to multiply \( x \) by 2 and check whether \( x \) is less (output \( a \)) or greater than 1 (output \( b \)) and dispose of the digit before the colon. Essentially this implements a dynamical systems version of the full one-sided 2-shift on the digits of the binary expansion of \( x \), i.e. by multiplying \( x \) by 2 each digit in this representation is moved one position to the left [Kitchens, 1998].

But how do we know when \( x \) corresponds to the empty storage? Both no input symbol and any input sequence of only \( \bot \) would be assigned \( x = 0 \). We simply use a second dynamic variable \( y \) to act as a multiplicative counter (Boden and Wiles, 2000) whose counting constant we assume for the sake of simplicity to be 2: we initially start with \( y = 1 \) and divide it by 2 each time a symbol \( a \) or \( b \) is input. We multiply by 2 if symbol \( \bot \) is presented. When \( y = 1 \) again, the memory is empty and thus we are done (output \( E \)).

The suggested essential dynamics is summarised in figure 7(a) and its phase space portrait is given in figure 8(b), contrasting with the actual dynamics. Most characteristically the most recent symbol input has the greatest influence on the real number state since it corresponds to the most significant digit of \( x \) and thus leads to rather long trajectories which cross, even for high stack depth. This solution is very natural since the most significant digit that stands for the symbol which is top on the stack memory is most easily accessible by comparison operations in an analogue computing setting.

[Figure 7 about here.]

For \( w \) we need a queue-like memory. Thus the key idea here is to find a dynamical system that delivers a real number \( x \in [0, 1) \) with binary expansion \( x = 0.x_0x_1 \cdots x_n \) given an input sequence \( x_0x_1 \cdots x_n \). We encounter the difficulty that we have to directly manipulate a less significant digit of \( x \) in order

\[1\] For the essential dynamics, in fact, one should divide by a number slightly greater than 2 in order to get a gap between the real number representations of 0.0111\cdots and 0.111\cdots (which does not make a big difference unless one really wants to process infinitely long strings). One could also use a ternary or quaternary encoding for \( x \) in order to get rid of the separate memory depth counter \( y \), see Steedman and Pratt [1995]. However dynamics with both \( x \) and \( y \) are closer to the trained dynamics.
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to insert the new input symbol into its binary expansion. And for this we need to keep track of the next vacant digit, i.e. the up to now least significant digit. This is done by assigning a double role to the multiplicative counter $y$ otherwise identical to the stack case: $y$ is such that its value corresponds to the last used digit of $x$, and thus $y/2$ can act as a pointer to the corresponding next vacant digit.

Thus we start again from $x = 0, y = 1$ and for every $b$ input we add $y/2$ to $x$ which we leave unchanged for input $a$, while $y$ is divided by 2. Thus the value added to $x$ does not solely depend on the input symbol, but also on the counter $y$ that masks the relevant digit of $x$. Reading out proceeds exactly as for $ww'$: $x$ is left-shifted and $y$ multiplied by 2 for each $\downarrow$ until $y = 1$ is reached.

Note that the essential dynamics for $ww'$ and $ww$ share the same state vectors but connect them in a different way. And while the dynamics for input $\downarrow$ are the same as for the stack, the $a$ and $b$ dynamics are different: the symbol first in queue memory has the biggest influence on the real number value of $x$ and thus the trajectory lengths decay with increasing memory depth (and thus decreasing value of $y$) such that the trajectories do not cross each other. This solution requires that small changes are effected on comparatively large numbers.

In figures 5(b) (centre-embedding) and 5(b) (cross-serial) the essential dynamics are drawn. They yield a good match with the actual dynamics given in figures 5(a) and 5(a), i.e. the essential dynamics capture the recurrent properties of the actual dynamics well.

4.3 Further corroborations

The idealised dynamics we have suggested so far were essentially inspired by looking at the actual dynamics during the input phase (of $as$ and $bs$) in figure 5(a) and 5(a). However, they also make a statement about the reproduction phase during $\uparrow$ input. In fact, the idealised dynamics in the reproduction phase look the same for $ww'$ and $ww$, compare the lines for input $\downarrow$ in both figure 4(a) and (b), and for both dynamics the trajectories look like those in figure 5(b) but are of course traversed in the opposite direction.

However, even though the dynamics during the $a,b$ input phase is formed
mainly by the errors injected during the reproduction phase (since the outputs are not relevant in the input phase and the network learns fast to keep all of them close to zero for that phase), its dynamical visualisation gives much clearer an interpretable impression than those during the reproduction phase for which direct error feed-back is available.

[Figure 8 about here.]

First of all, the reproduction dynamics for input ¶ often do not take place in the same 2D plane as the input dynamics which is not surprising since we did not train the networks on alternating $a,b$ versus ¶ inputs.

Secondly, the reproduction dynamics find a different set of dimensions to accommodate the clusters depending on the symbol with is topmost in memory: in figure 3, e.g., clusters corresponding to $A$ top on stack are coded along HU5 while those with top $B$ are along HU2. The rough counting direction for both groups of clusters is given by HU4.

Thirdly clusters are split according to the number of ways they can be reached. For example state vectors that correspond to three stored symbols split up into three subclusters since the network keeps track of the states’ history (Cleeremans et al. 1985): states for $ABB$ can be reached from the clusters for $BAB$ and $ABB$ by input ¶ but also directly from $BB$ by input $a$. State vectors corresponding to two symbols on the stack can split into up to seven clusters: six clusters by input ¶ and one directly by input $a$ or $b$. Even more clusters exist for the states with only one symbol, but here the subclusters already start to overlap. Finally this is an explanation of why the cluster corresponding to empty memory is fairly dispersed: it can be reached by input ¶ from the even bigger number of subclusters corresponding to a single symbol in memory. Therefore it has been left out in figure 3(a) and 3(b) and now also in figure 5.

Nevertheless for $ww^*$ the picture given by figure 5 still resembles the idealised reproduction dynamics in so far as HU4 is clearly a kind of counting dimension as the suggested $y$, and clusters are ordered along HU2 (or HU5) according to the corresponding memory contents in a similar fashion as in figure 3(a) and (b).

The emerging dynamics for the duplication language $ww$ during ¶ input also show a split-up of the clusters. We can still identify a rough direction
states move in with decreasing queue depth. However, a clear order of the clusters perpendicular to this direction cannot be identified. At least clusters corresponding to the topmost queue symbol $A$ (representing queue contents as a string of $A$s and $B$s as in figure 2) lie in the one half perpendicular to this direction, but partly so do subclusters with topmost symbol $B$ that derive from a state with topmost $A$ by input $\downarrow$. Still the dynamics are not just random but structured and we find it more revealing to present a flow diagram of the $ww$ dynamics for all three input conditions $a$, $b$ and $\downarrow$, see figure 9 derived as follows.

The recorded state vectors for $ww$ were PCA transformed and the two dimensions with the largest variance determined. Then we laid a regular grid over the plane spanned by these two dimensions and iterated the network dynamics for each input symbol on the points of the grid. The down-scaled difference vectors were then projected back to the selected principal component (PC) plane and set off from the points in the grid.

[Figure 9 about here.]

The vertical direction (PC5) is the direction in which counting the number of stored symbols takes places (corresponding to $y$ in the idealised dynamics) with the state for empty memory roughly at the top edge of the triangular outline, whereas the horizontal direction is used to differentiate between $a$ and $b$ inputs, taking on the role suggested by variable $x$. While the $a$ and $b$ flow are pointing away from the empty memory state, the flow for input $\downarrow$ points back to it and spans about equally big but opposite angles with the $a$ and $b$ flow, respectively. Furthermore the flow gets weaker for all input conditions the greater the distance to the empty memory state. Apart from the distortion in the lower right corner, this agrees with the flow the idealised dynamics in figure 11(b) suggests.

4.4 Discussion

In sum, we find that SRNs that are trained on initial parts (i.e. limited string length) of the centre-embedding language $ww^r$ and on the cross-serial language $ww$ develop dynamics that allow for an interpretation in terms of simple dynamical systems: the networks do not spatially distribute state clusters in an
unstructured way, but tend to geometrically organise the clusters as modelled by the essential, idealised dynamics in figure 4. We can thus conclude that the networks do not learn these finite initial parts of non-regular language by rote, but grasp the recursive aspects of the full infinite versions of these languages, even though they are not able to process the full infinite languages due to dynamic imprecisions such as ‘imperfect fixed points’, i.e. slowly transient regions replacing real attractive fixed points that however still suffice to keep activity in a certain region for some finite time, or noise and numeric imprecisions.

Thus having found an appropriate interpretation of the dynamics, we note that in the case of the centre-embedding language $ww^r$ the dynamics for the dynamic variables $x$ and $y$ are independent whereas for the cross-serial task the value of $y$ directly influences the value of $x$. This means imprecisions in the dynamics of $y$ carry over to $x$ and accumulate there, while in the centre-embedding case imprecisions of $x$ and $y$ are independent. Hence we need a more precise tuning of the weights for the queue-like memory dynamics during training to achieve the same performance which makes the cross-serial language more difficult to learn. We can say that $ww$ has a higher complexity than $ww^r$ purely on dynamical reasons in this SRN setting, independent of argumentation with the symbolic complexity classes in the Chomsky hierarchy.

For the counting language $a^nb^n$, only one type of network solutions has been found up to now: the multiplicative counter. However it can appear in three guises: monotonic, oscillating or spiral (Boden and Blais, 2003). We could not identify the dynamics in some well trained networks for $ww^r$ and $ww$: instead of counting in a monotonic way in $y$ they might employ oscillatory or spiral counting or even combinations thereof. This would of course obscure the clearer dynamical picture of figures 5(a) and 5(a) rendering the dynamics less amenable to inspection. This will be explored in more detail in forth-coming work.

5 The opposite task

In a certain respect, our simulations on the palindrome and duplication languages correspond to those of Tonkes et al. (1998). They studied how two jointly trained artificial neural networks communicated a semantic concept modelled
as a real number over a binary time-discrete channel within a fixed time. Semantic concepts often can only be approximately communicated between two individuals, similarly to how bounded real numbers are approximated by a finite binary expansion. Thus the semantic concepts were fixed while a symbolic code developed. However, the needs of the networks acting as the encoder and the decoder are different. While the encoder tended to implement the leftward 2-shift $x \mapsto 2x \mod 1$ and thus to transmit the most significant digit first, the decoder preferred to implement the rightward 2-shift $x \mapsto \frac{1}{2}x$ and thus to receive the least significant digit first. A code similar to the binary representation of $x$ developed if the symbol string was reversed before it was fed into the decoder (stack-like task). If there was no such string reversal (queue-like task) the task was much harder to learn and the resulting symbolic code became a compromise between the different needs of encoder and decoder.

Thus also in Tonkes et al. (1998)'s simulations the queue-like task was harder to acquire than the stack-like task. But there is as well a symmetry on the level of cognitive interpretation. In Tonkes et al. (1998) the semantic concept (the real number) was given and the symbolic code had to evolve. In our simulations the symbolic code is given and to be encoded as a real vector during input of $a$ and $b$ and decoded into a symbolic sequence again in the reproduction phase with input $\text{¶}$. Thus here the mental representation (the real state vector) has to evolve from a symbolic code.

6 Conclusion

We trained second-order SRNs on short strings from the centre-embedding $ww^r$ and the cross-serial language $ww$. Most networks did not learn these languages well. But as we were mainly interested in how a network can represent such languages in principle we concentrated on those networks that did well on these languages. For the interpretation of the dynamics we visualised different 2D projections of the state spaces of these networks and focused on those trajectory structures that reappeared in many of them.

Even though the networks did not learn the whole infinite languages (i.e. for unbounded stack and queue depths) they still grasped important aspects of
their recursiveness. They did not learn the strings of the language by rote but in a systematic fashion: the geometrical arrangement of clusters in state space is used to encode functional relationships between them.

It turned out that the duplication language is more difficult to learn than the palindrome language since it is dynamically more demanding: the sub-dynamics for the dynamic variables $x$ and $y$ are directly coupled for $ww$ while they are not for $ww'$. Thus, in this analogue setting, the two languages have different complexity due to their dynamics, and not because they would require different symbolic automata. These results have bearing on the following:

**Cognitive Science and Cognitive Linguistics.** Adopting a dynamical systems view of cognition, i.e. that artificial neural networks and analogue computing are suitable for modelling cognition (the so-called ‘dynamical metaphor’ of cognitive processing as opposed to the classical ‘symbolic metaphor’), our findings can be a building block in how complex cognitive processes are accommodated in analogue neural hardware and finally in human brains and why generic cross-serial structures are more difficult than centre-embedding ones even in an analogue setting. We have to leave open the question of a potential bearing on linguistic issues such as why centre-embedded syntactic structures are much more common than cross-serial ones [Savitch et al. 1987], even though cross-serial dependencies seem to be easier to generalise to further embeddings than centre-embeddings [Bach et al. 1986, Christiansen and Chater 1999].

**Analogue computation theory and complexity.** First of all, this work helps clarify the view on what an evolved dynamical system representation of a language is as opposed to the hand-coded representations that for example can show that SRNs are Turing-equivalent [Siegelmann and Sontag 1995]. Those hand-coded solutions are fairly inspired by the well-known symbolic ones and thus do not make proper use of the advantages and biases of analogue hardware (see the discussion of this in Visser et al. 2004).

Clarifying the concept of network or dynamical system based analogue computing will contribute to developing methods that assess computational complexity from an analogue point of view. There do exist various concepts on
both how to assess the complexity of a symbolic automaton, its associated language class and even individual symbolic strings, for example the Chomsky hierarchy [Chomsky 1956] that classifies formal languages according to what type of rewrite rules and what type of recognition automaton they require; computational complexity theory that takes into account resource limits [Hopcroft and Ullman 1979]; and finally there is Kolmogoroff or algorithmic complexity that formalises the concept of a shortest description of a set of strings [Li and Vitanyi 1997]. In their current formulations all these approaches are based on the symbolic conception of computing.

However analogue hardware has quite different biases from symbolic hardware and we have seen that the greater complexity of \( \omega \omega \) compared to \( \omega \omega^* \) can be explained with arguments rooted in the dynamics, and it is not obvious how this dynamic explanation relates to the symbolic concepts. What we envision therefore is to supplement these with a dynamic computation perspective. To our knowledge the following approaches in this direction have been undertaken: Moore [1998] introduced formal language classes depending on what function types are used to piece together a dynamical system and examined their relation to the standard classes from the Chomsky hierarchy and computational complexity.

Tabo [2000] addressed the question of similarity of formal languages. In a symbolic setting the step from a regular to a context-free language, or from a context-free to a context-sensitive language is a discrete and discontinuous one and requires a radical change of the hardware whereas in SRNs often only a small change of a weight is needed to alter the processing type. Thus Tabo [2000] suggests to take the Euclidian distance between weight matrices that implement different languages as a measure for their similarity. This measure cuts across the Chomsky hierarchy as there are non-context-free (and even non-computable) languages arbitrarily close in weight space to context-free languages.

However this very interesting approach has some problems: There exist

---

12 At least in the standard conception of symbolic automata theory. However, a PDA can also be seen as an infinite state automaton where there is a certain structure imposed on its states. As such it can be approximated by a sequence of FSAs of increasing size under certain conditions, similar to how a countable state Markov shift can be approximated by finite shifts [Crutchfield and Young 1990, Crutchfield 1993, Kitchens 1998].
dynamical systems with very different weight matrices or even with different dimensionalities that process the same language. Is there a canonic one for a given language? Or—similar to Kolmogoroff complexity—a minimal one? When are two dynamical systems equivalent from the perspective of language processing?

Perhaps we can find answers to some of these open questions when instead of taking properties of the functions the dynamical systems are built of, or the similarity of weight matrices of a certain dynamical representation, we take properties that are more intrinsic to the dynamics, such as the types and numbers of fixed and periodic points and other invariant sets needed to process a language. For example the language $a^n b^n$ needs an attractive fixed point for $F_a$ and a matching repelling one for $F_b$ so that each combination $F_b^n \circ F_a^n \equiv \text{id}$ (Boden and Blair 2003). In the case of $ww^r$ and $ww$ discussed in this paper the line $y = 0$ is an attractor for the joined dynamics of $F_a$ and $F_b$ and each point $(x, 0)$ on this line specifies an infinite input sequence of $as$ and $bs$, namely the one corresponding to the binary expansion of $x$.

Proceeding thus, a classification of formal languages similar to Chomsky hierarchy might be feasible using concepts from dynamical system theory. Similarity of two languages could for example be related to their dynamics’ invariant sets. It would be interesting to find out how such a classification relates to the standard Chomsky hierarchy and its more versed progeny.
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Appendix: Training algorithm

Preliminary simulation runs with full BPTT where the error is injected at every time step but the weights are only updated at end-of-string and subsequently the activation of the HUs reset did not work as well as BPTT(n) where the error is injected only for the current output in every time step and where subsequently the weights updated are with the network unfolded for the past n time steps. This procedure showed better performance but took a considerably longer time.

We sped up BPTT(n) with the following modifications: 1. the error injection and weight update procedure is only started randomly on average at about every nth time step; then 2. the output error is calculated and injected for the last n time steps with the network unfolded for the past n time steps. Thus ignoring the moving target problem, on average the error equals the one in standard BPTT. These modifications sped up the training considerably while the training results were equal to the standard BPTT(n).

We use the minimal Euclidean distance between output and target as the error function. Output values that differ less than 0.2 from their target values are considered as correct and no error is back-propagated for them. This avoids overlearning of instances where the output tends to agree with the target but can only reach the precise target values by oversaturating, and driving some weights far off from zero.
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Figure 1: The language $ww^r$. A symbolic stack would keep track of each input symbol $a$ and $b$ writing e.g. $A$ and $B$ into its memory. The memory contents can therefore be represented as a string of $A$s and $B$s where new symbols are added or deleted at its left end. $\epsilon$ denotes the empty string. Symbols over the $\rightarrow$ are input symbols, symbols under it are output symbols.
\[ \begin{align*}
abb \& bbaabbaab & \quad \epsilon \xrightarrow{a} A \xrightarrow{b} AB \xrightarrow{a} ABB \xrightarrow{b} BB \xrightarrow{a} B \xrightarrow{b} e \\
\end{align*} \]

(a) Two example strings of \( wu \).

(b) Example symbolic queue contents during processing of \( abb \).

Figure 2: The cross-serial duplication language \( wu \). A legend as in figure 1 applies. In a transducer task the symbolic queue keeps track of \( a \) and \( b \) inputs by writing \( A \) and \( B \) into its memory. The left end of a string is the reading end of the queue, the right one the writing end.
Figure 3: Example input and target pairs for $ww^r$ and $ww$. ‘$-$’ indicates that the output is irrelevant.
initialise weights randomly from $[-1, 1]$.
initialise $\eta = 0.1$.
while $\eta \geq 0.001$ do
  for $e_{max}$ times do
    train net on training corpus
    test net on test corpus
    if net is better than previous best then
      save weights
    end if
  end for
  $\eta \rightarrow \frac{\eta}{2}$
end while

Figure 4: Training scheme. Test performance is evaluated counting the correctly processed strings.
Figure 5: Actual and essential dynamics for the centre-embedding language $ww^r, |w| \leq 5$. For the actual dynamics, principal component (PC) analysis helped find the most interesting 2D projection. The labels given for some of the clusters denote the equivalent context of a symbolic stack as in figure III. The rather dispersed cluster $E$ for empty memory is left out for the sake of clarity. Trajectories start in cluster $A$ and $B$ and run left from there. Dash-dotted lines mark trajectories between the clusters caused by an input $a$, and solid ones correspond to input $b$. Roughly, the horizontal axis encodes the number of inputs, and the vertical the contents of the memory: clusters with most recent input symbol $a$ lie in the upper half. For the essential dynamics, imagine the empty stack cluster $E$ smeared out and its solid $b$ trajectory bend to the bottom to get a close fit with the actual dynamics.
(a) Actual Dynamics for \( \text{dup}(4) \), i.e. \( ww, |w| \leq 4 \)

(b) Essential Dynamics for \( ww, |w| \leq 4 \).

Figure 6: Actual and essential dynamics of the cross-serial language \( ww, |w| \leq 4 \). The same legend as in figure 5 applies and, for the actual dynamics, the cluster for empty memory has again been left out. Cluster labels correspond to the string representing the contents of a symbolic queue as in figure 2. Trajectories start in cluster \( A \) or \( B \) and essentially run downwards from there. The vertical axis is interpreted as queue depth, the horizontal one as encoding queue contents: clusters with first input symbol \( a \) lie in the left half. The branch for first input symbol \( b \) suffers from non-linear distortion due to saturation. Otherwise it looks like a twisted version of the essential dynamics.
init: $x = 0$ $y = 1$

$F_a: x \mapsto (x + 0)/2$ $y \mapsto y/2$

$F_b: x \mapsto (x + 1)/2$ $y \mapsto y/2$

$F_c: x \mapsto 2x \mod 1$ $y \mapsto 2y$

(a) Dynamics for $ww^*$, requiring a stack-like memory

init: $x := 0$ $y = 1$

$F_a: x \mapsto x + 0$ $y \mapsto y/2$

$F_b: x \mapsto x + y/2$ $y \mapsto y/2$

$F_c: x \mapsto 2x \mod 1$ $y \mapsto 2y$

(b) Dynamics for $ww$, requiring a queue-like memory

Figure 7: The essential dynamical systems in 2D. After applying the corresponding mappings $F_a$ and $F_b$ for a sequence of inputs $a$ and $b$, the binary expansion of $x$ responds to the reversed input sequence of $as$ and $bs$ in (a) and to the sequence itself in (b).
Figure 8: The same network as in (a), but in reproduction phase during input for strings with \(|w| \leq 4\). Clusters that would output \(a\) upon next input \(\overline{q}\) (i.e. that correspond to a stack memory with top symbol \(A\) in the sense of figure 1) are accommodated along HU5 and HU4. The clusters squeezed at the bottom for HU5 = 0 have next output symbol \(b\) (i.e. \(B\) top on stack) and can be seen to be spread out along HU2 (not shown here) in a very similar fashion as the \(a\) clusters are along HU5. We ringed one of the threefold split clusters in to highlight the splitting of clustered discussed in the main text. Trajectories are not displayed since they would frequently originate and end at the bottom and thus rather obscure the structure than clarify it. The arrow indicates the direction in which the number of symbols in memory is counted down, numbers next to it indicate the number of symbols that are encoded with this geometrical position along the arrow. The arrow furthermore divides the clusters in two classes; above it one finds all clusters with next-to-topmost symbol \(B\) and below with next-to-topmost symbol \(A\) (all of them having topmost symbol \(A\)).
Figure 9: The flow diagram for the same network as in figure (a) in the 2D plane spanned by the two most significant PCs. Dotted arrows correspond to the mapping $F_a$ corresponding to input $a$, solid ones to $F_b$ and, finally, dashed ones to $F_c$. The network dynamics was applied to grid vectors that in the original set of coordinates of HUs lay within the admissible range $(0, 1)$ of HU activations and only these grid vectors were kept leading to the irregular outline of the ‘grid’. In addition, difference vectors at the outline of the flow plot can point outward for the combined effect of projection and confinement to the original domain of definition of the dynamics.