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Abstract

A society of agents based on constraint logic as a formalism that could support an agent environment for solving complex problems is explored. Within such society, the rights of individual agents and duties of these agents to others are often expressed in notions like communication, co-operation, negotiation, autonomy, and so on. The motivation comes from the fact that a contract net is essentially an imposition and cannot be easily reconciled with the notion of autonomy, social order, co-operation, and negotiation, and was related to a logistics problem. Our approach is to use constraint-based theories and methods to introduce an abstraction that can be used to articulate how the agents communicate, co-operate, negotiate, and how social laws are to be introduced.

A CANET (Constraint-based multi-Agent Network) framework is proposed in which various societal notions can be put into operation. The CANET approach is based on relations, not on hierarchy. Within the CANET architecture, agents interact via a constraint store that consists of basic constraints; agents are treated as autonomous, reactive, pro-active, and as a social system. Each agent consists of layers of reactive, planning, and co-operation components. Communication between agents is treated as constraint passing. Co-operation and co-ordination are treated as constraint propagation whereas negotiation is treated as constraint relaxation. Social laws are treated as hard constraints.

A prototype is developed that extends the scope of a logistics system that includes trucks operated by a number of companies. Fischer and Kuhn’s (1993) approach has limitations in the sense that a contract net approach is presented, which is a highly regulated, ordered society and does not reflect preferences of agents. The role of constraint logic for such application is not explored. That fact holds in many other application areas.

CANET is implemented in Oz (now called Mozart), an object-oriented language developed at DFKI (German Research Centre for Artificial Intelligence) for logistics application. A CANET agent is seen as ‘concurrent objects’, and CANET multi-agents as ‘concurrent objects with constraints’. We have extended the contract net message passing by constraint passing. That change facilitates communication by constraint passing. Further, we have shown that task allocation, co-operation, negotiation, social laws, and co-ordination can be discussed in a single framework based on constraint logic.

We have developed a framework in which various societal notions can be operationalised. We have made a limited comparison with other approaches, notably with a contract net approach that allows us to look at the definition of an agent, agent architectures, agent communication language, and agency in different perspectives. This research encourages us to incorporate notions like learning and evolution within the CANET architecture, and apply these to complex applications.
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1. Introduction

Modern information systems, amplified by communication networks (such as the Internet), are typically large and complex. Existing software applications (simulation models) and their components are also complex. Agent-based computing (modelling) has provoked enormous interest in research engineering communities; software agents are becoming an essential part of these systems because they mitigate complexity. They achieve this in two important ways: technical and psychological. Technically, each agent provides a locus of intelligence for managing a subset of the information in the system, either on its own initiative or under the direction of a user. Psychologically, people need abstraction by which they can understand, manage, and use complex systems effectively. A natural and convenient abstraction is one based on separation of the complex system into components - objects - and treating them as human agents (multi-agent systems) which is much closer to people's understanding. Therefore very basic research on how such complex systems can be conceptualised and implemented using a multi-agent approach is clearly needed.

This thesis is concerned with the provision of a constraint-based multi-agent approach (CANET) for a wide range of multi-agent task scenarios such as transportation schemas, telecommunication networks, modelling and simulation. The approach is also relevant to unify various existing notions within agent-based systems such as cooperation, negotiation, task allocation, and social laws. In addition, the approach facilitates discussion of the notion of an agent.

1.1 Background to the research

The size and complexity of today's modern information systems is generally owed to the introduction and continuing development of communication networks (such as the Internet. Existing software applications (simulation models) such as telecommunications, air traffic control problems, and enterprise wide applications are complex, involving the use of experiential knowledge, the use of simulation models, access to a set of legacy systems and to various databases.
Within such complex systems, dynamic interaction between various components takes place. The input/output to a component is quite varied, and not always known in advance. The input/output can consist of partial information. There are various restrictions on each component, and how they may be able to interact with others. The relationships between components are quite complex. Changes in one component may need to propagate to other components. Components can be added or be removed from the system. Each component can have different levels of autonomy. Components may be distributed based on knowledge, resource, authority, and control.

Further, such complex systems impose a substantial burden of interpretation on the end-users of such systems. This burden manifests itself in three distinct, yet overlapping stages.

First, the burden manifests itself when the users select input data sets generally emanating from disparate disciplines, amend the data by filtering some input and smoothing others in accordance with the actual and perceived needs of the model that underpins the simulation system.

Second, the user makes assumptions about the limits and the scope of the underpinning model because of the person’s training and background, or the person has either not had explained the limits and the scope in the simulation system’s documentation, or the person lacks an understanding of certain bases of the model itself.

Third, the burden actually manifests when the user of a simulation system interprets the output of the system. At this stage the cumulative assumptions of the previous two stages have a substantial bearing on how the user infers the relationship between inputs and outputs and how decisions are made on the basis of the output of the simulation system.

The above is a functional, input-compute-output, description of what happens during the entire life cycle of a simulation. The description itself is a surface manifestation of how policy makers, network designers, space scientists work. The working pattern
is through fusing various items of data, by using knowledge of different domains in building and in understanding the workings of the ‘real world’ system being modelled, and through bringing their own knowledge and experience to bear on the results produced by models. They comprise unarticulated assumptions about the real world.

What usually happens in a simulation situation is that one person uses the knowledge of experts from different disciplines as these individual items of knowledge are encapsulated in a mathematical/numerical or logistic/heuristic model. The same is true of the choice related to the input data sets: each data set is associated with the individual knowledge sources. The data set may be an array of numbers, a collection of axioms, or it may be just a number or axiom — usually referred to as a model parameter like gravitational constant or charge parameters, in themselves a microcosm of empirical augmentation and theoretical speculations.

In general, the tools that have developed tend to stand alone, and there are no interactions between various components. That also presents various problems. Firstly, such tools do not provide overall information for decision making. Secondly, it is extremely difficult to make any changes such as legal, or business rules.

There are tools that address the interaction issues but each interaction is hard-coded. That also presents various problems. The system cannot deal with unplanned scenarios. Further, when new components are introduced, interaction needs to be specified.

Artificial Intelligence (AI) techniques, and expert systems technology in particular, have often been used to tackle some of the more difficult automation problems. After more than a decade of exploitation there are now thousands of expert systems being used in hundreds of companies all over the world to solve complex problems in numerous domains (Feigenbaum et al. 1988). However as this technology has proliferated and individual systems have increased in size and complexity, new problems and limitations have been noted (Partridge 1987; Steels 1985):
• Scalability: the complexity of an expert system may rise faster than the complexity of the domain;

• Versatility: a complex application may require the combination of multiple problem-solving paradigms;

• Reusability: several applications may have requirements for similar expertise, which has to be coded afresh in new situations;

• Brittleness: expert systems operate on a high plateau of knowledge and competence until they reach the extremity of this knowledge when they fall off sharply to the level of ultimate incompetence;

• Inconsistency: as the knowledge base increases in size, it becomes correspondingly more difficult to ensure that the knowledge embodied remains consistent.

Various approaches for circumventing these problems have been advocated. The first proposal involves building an extremely large base of common-sense knowledge (Guha and Lenat 1990). This work is predicated in two assumptions. Firstly, performing a complex task requires a great deal of knowledge about the world. Secondly, to behave intelligently in unexpected situations requires the ability to fall back on increasingly general knowledge and analogising too specific but superficially far-flung knowledge (Lenat and Feigenbaum 1991).

A second approach is to allow the sharing and reuse of knowledge (Neches et al. 1991). In this vision, rather than constructing knowledge base systems afresh, reusable components are assembled. This work is based on the observation that application systems contain many different kinds and levels of knowledge.

Finally, the approach pursued in this research is to build systems of smaller, more manageable components which can communicate and co-operate (Bond and Gasser 1988, Gasser and Huhns 1989, Huhns 1988). In the current parlance of Distributed
Artificial Intelligence that is a subfield of AI, complex problems are solved in the real world through a loosely-coupled network of specialised solvers, an intelligent agent. Each problem solver usually complements the rest, can modify his or her own behaviour as the real-world undergoes temporal or causal change, plan its subsequent actions and is able to communicate with others, resolve conflicts, co-operate with others.

This approach has several advantages. Firstly, divide and conquer has long been championed as a means of constructing large systems because it limits the scope of each processor. The reduced size of the input domain means the complexity of the computation is lower, thus enabling the components to be simpler and more reliable. Decomposition also aids problem conceptualisation; many tasks appear difficult because of the sheer size, they are too big to conceptualise all at once.

A second major advantage is that a distributed approach often provides a more natural fit to the problem. Examples include distributed sensor networks (Lesser and Corkhill 1983), air traffic control (Cammarata et al. 1983). Indeed, Hayes-Roth (1980) even goes so far as to state “all real systems are distributed”.

Other potential advantages include: reusability of problem-solving components; greater robustness in the case of component failure; enhanced problem solving due to the combination of multiple problem solving paradigms and sources of information; problem solving speed up due to parallel execution, and increased system modularity (Bond and Gasser 1988).

1.2 Research problems and hypotheses/research questions

1.2.1 Knowledge-based simulation and modelling

The literature on simulation and modelling shows increasing awareness of the fact that for simulation purposes, one needs to use a mixture of analytical (usually mathematical) and heuristic (generally knowledge-based) techniques (Round 1989). And for model building, including specification and implementation, a typical scientist needs access to domain-specific databases that compose not only a data set
but a set of logical and ontological relationships between domain variables (Keller, Rimon, and Pas 1994).

Knowledge-based simulation can be traced both to the emergence of discrete event simulation languages, like SIMULA, and continuous simulation languages, like CSIM, in the late 1960s. Much later, SMALLTALK was also used in such simulations.

During the early 1980s, several systems were developed in domains that involved a number of what we now call agents. For instance, within such applications as factory management, cancer therapy, ecological modelling, and control and calibration of complex machinery, various tasks need to be performed.

Knowledge-based simulation systems that were developed for such domains involved a depth mixture of rule-based problem solving and planning in conjunction with the race of sophisticated mathematical models (Table 1 describes systems, their domains, the tasks they perform etc.).

SIGMA, a modelling system developed by NASA, is a good example of a system that supports the construction of complex physical systems – like atmospheric systems (Keller et al. 1994). The modelling system provides access to a suite of self-contained simulation programs, relevant data sets and a library of abstracts of domain texts. However, like knowledge-based simulation systems, SIGMA helps only in accessing a variety of data sets and programs, and still expects the user to reconcile differences and conflicts between the data and programs: co-operation, negotiation, and constraint management between the knowledge sources has to be effected by the users.
### Table 1: Knowledge-based simulation system

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Domain</th>
<th>Tasks performed</th>
<th>Implementation and Originators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discrete Event Simulation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOSYS</td>
<td>Factory Management System (FMS)</td>
<td>Use analytical techniques for determining of a FMS model Propose model refinement using a knowledge base to interpret output Refine model</td>
<td>PROLOG Seliger et al (1987)</td>
</tr>
<tr>
<td>ONYX</td>
<td>Cancer Therapy Planning</td>
<td>Generate plans using general treatment strategies for a given patient Design/plan simulation about effect on the therapy on human body Rank plans using decision analysis tools</td>
<td>LISP Langlotz (1987)</td>
</tr>
<tr>
<td><strong>Model building</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECO</td>
<td>Ecological Modelling</td>
<td>Specify ecological components in an incremental fashion (e.g. trees then grass, then sheep...) Checking consistency of growing model using a KBS Specify and assert models Stimulate mathematical relationships (FORTRAN) and ontological relationships (PROLOG)</td>
<td>PROLOG/FORTRAN Meutzfield (1987)</td>
</tr>
<tr>
<td>ABLE</td>
<td>Knowledge-based Control for Accelerator Magnets</td>
<td>Plan experiments Execute rules (forward chaining) Compute fit to data (backward chaining) Executing planning rules (forward chaining)</td>
<td>KEE Selig (1987)</td>
</tr>
<tr>
<td><strong>Simulation workbenches</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOFTLAB</td>
<td>Virtual laboratories</td>
<td>Stimulate and control of a chromatography laboratory and an electronics laboratory Used in the stimulation of rigid body dynamics</td>
<td>Hofman et al (1993)</td>
</tr>
<tr>
<td>SIGMA</td>
<td>Knowledge-based software development environment</td>
<td>Construct, modify, share, and understand scientific models</td>
<td>CommonLISP and GINA (Keller et al 1994)</td>
</tr>
<tr>
<td>TAEMS</td>
<td>Co-operating problem solving Real-time Scheduling</td>
<td>Specify, reason, analyse, and stimulate computational environments Task oriented approaches works together with agent-based approaches Description of coordination algorithms and agents</td>
<td>LISP Decker and Lesser (1995)</td>
</tr>
</tbody>
</table>

### 1.2.2 Multi-agent simulation model

Conventionally, a simulation program is defined as a computer program that is used in the simulation of a model of a real-world system, and is regarded as the simulation of a mathematical model. The mathematics usually refers to differential/integral equations, usually in their finite difference, finite element or matrix manifestation approximations, or refers to stochastic description of the real world, generally with one or more distribution functions governed by statistical measures like averages, standard deviation, etc. And this mathematical interpretation of a model might also
well be true for isolated and autonomous events with well-defined boundary phenomena.

What we have in mind here is the volatile movement of stock markets, transportation of goods with strict restrictions on weight, contents, distribution of energy, computation of tax on strict criteria on salary, age, martial status etc. Within the applications, the model is not just a set of equations, but a set of entities. The mathematical/logical model is encapsulated within the entity.

A multi-agent simulation model is based on the idea that programs exhibit behaviours that can be entirely described by their internal mechanisms, the instructions. In a multi-agent simulation, the model is not a set of equations as in mathematical models, but a set of entities that can be described by the quadruple “agents, objects, environment, communications” (Ferber and Drougoul 1992) where agents are the set of all simulated individuals, objects are the set of all passive entities that do not react to stimuli, environment is the topological space where agents and objects are located and communication is the set of all communication categories.

According to Ferber and Drougoul (1992), the aim of using a multi-agent framework for simulation is threefold. Firstly, it can be used to test hypotheses about the emergence of social structures from the interactions of the agents and the reasoning, reacting capabilities of the agent. The second goal relates to the claim that such a simulation can help to build theories that contribute to the development of a general understanding of ethnocultural systems, by relating to behaviour and structural and organisational properties. Thirdly, such an approach can be used to integrate different theories from various disciplines into a general framework.

1.2.3 A constraint-based approach to agency and its uses in modelling and simulation?

What we are arguing here is that a simulation is situated: situated in a specific physical and temporal location, situated in the context of the modeller and its user. An intelligent simulation system can not only help in the simulation process, but should be able to autonomously articulate its input data requirement, and be explicit about the knowledge it uses in processing the data. An intelligent simulation should
be aware of the multidisciplinary data and knowledge required for even the simplest of simulations, and should be able to help its user in interpreting the output.

An intelligent simulation system, therefore, not only has sophisticated mathematical models implemented on a computer system, but comprises knowledge bases that enable the users to seek help in the input, compute, and output functions.

The aim of this thesis is to discuss some of the crucial issues in simulation and modelling of large-scale systems. We attempt to show that modelling such systems requires a considerable amount of knowledge from diverse sources, and such knowledge can be better managed if there are pro-active entities working in conjunction with conventional simulation and modelling systems.

This brings us to the notion of agency and the societal issues that are connected with the discussion of how groups of people, or, more accurately, computer programs mimicking people, work together to achieve a common set of goals.

Within complex systems, we have mentioned numerous components working together to solve common goals. Within such systems, the behaviour of components, and the interaction between them, may be constrained. Moreover, based on the discussion of the previous section, it is relevant that there is a necessity to have general architecture to unify distinct stand-alone participants such as various databases, knowledge bases, and browsers.

The research question is as follows: how can we create a society of agents for solving complex problems, where the rights and duties are expressed in a common framework? That research question triggered the following sub questions. How is everything connected in complex applications? Would such systems accommodate constraints and irregularities? How is it possible to pass partial information between entities? How can everything dynamically interact? How should a behaviour of a component be constrained as well as the interaction between components? How can changes in one component be propagated? How may components communicate between each other given the consideration of constraints? Examples for interactions include atoms, humans, computers, household appliances, and physical bodies.
Our own experience in the field of constraint satisfaction suggests that it is important to investigate the promise of constraint-based approaches for simulating the behaviour of agents that do, or are expected to, work together.

1.3 Justification for the research

According to BIS strategic decisions: “Agents will be the most important computing paradigm in the next 10 years. By the year 2000, every significant application will have some form of agent enablement” (Aparicio 1996). And according to the Gartner Group Report: “Worldwide market for agent software will grow by an estimated value of $3M in 94 to $2.6B by the year 2000”(Aparicio 1996).

We have discussed that software agents are thus becoming an essential part of complex systems because they mitigate complexity. They achieve this in two important ways: technical and psychological.

Technically, each agent provides a locus of intelligence for managing a subset of the information in the system, either on its own initiative or under the direction of a user.

Psychologically, people need abstraction by which they can understand, manage, and use complex systems effectively. A natural and convenient abstraction is one based on disaggregation of the complex system into components - objects - and treating them as human agents (multi-agent systems) which is much closer to people’s understanding. Therefore very basic research on how such complex systems can be conceptualised and implemented using a multi-agent approach is clearly needed.

Complex applications consist of various knowledge sources. Within such knowledge sources there is a degree of autonomy, duty, and social ability. Moreover, there are constraints that are associated with these applications such as precedence, and resource. Such applications require an analytical approach to solve problems that may arise.
Traditionally, the problems in these areas are addressed by distributed artificial intelligence (DAI) methods. In the current parlance, DAI shows multiple inheritance from behavioural and cognitive psychology, sociology, anthropology (particularly ethnography), computational theories and neurobiology. Complex problems like policy planning, network design, war games, are solved in the real world through a loosely coupled network of specialised problem-solvers. Each problem-solver, an intelligent agent, usually complementing the rest, can modify his or her behaviour as the real world undergoes temporal and causal change, can plan its subsequent actions, can communicate with others, can resolve conflicts, can impose his or her own ideas, can adapt other ideas. In another words, research in DAI is concerned with understanding and modelling action and knowledge in collaborative enterprises. People usually distinguish two main areas of research in DAI (Bond and Gasser 1988): distributed problem solving and multi-agent systems.

Distributed problem solving (DPS) considers how the task of solving a particular problem can be divided among a number of modules (or “nodes”) that co-operate in dividing and sharing knowledge about the problem and about its evolving solution(s). In a pure DPS system, all interactions (co-operation, co-ordination if any) are incorporated as an integral part of the system.

Research in multi-agent systems (MAS) is concerned with the behaviour of a collection of (possibly pre-existing) autonomous agents aimed at solving a given problem. A MAS can be defined as “a loosely coupled network of problem solvers that work together to solve problems that are beyond their individual capabilities” (Durfee et al. 1989). A multi-agent system, that is a sub-field of DAI, is concerned with co-ordinating intelligent behaviour among a collection of autonomous intelligent agents and how they can co-ordinate their knowledge, goals, skills, and plans jointly to take action to solve problems.

Jennings et al. (1998) argues that there are two major impediments to the widespread adoption of agent technology: (i) the lack of systematic methodology enabling designers to clearly specify and structure their applications as multi-agent systems; and (ii) the lack of widely available industrial strength multi-agent system toolkits. In addition, they show agent-based computing to be chaotic and incoherent.
Constraint-based approaches are applied to applications such as scheduling and so on. However, there is not much emphasis on the idea of agents. Currently, the scope of those applications is very limited. However, it is believed that as these complex applications tend to have various constraints, they can be used to define various behavioural and interaction aspects.

1.3.1 Agent-oriented programming

Agent-oriented programming (AOP) is a term that Shoham (1977) has proposed for a set of activities necessary to create software agents. What he meant by ‘agent’ is “an entity whose state is viewed as consisting of mental components such as beliefs, capabilities, choices, and commitments”. Agent-oriented programming can be thought of as a specialisation of object-oriented programming (OOP), with constraints on state-defining parameters, message types, and methods as appropriate. From this perspective, an agent is essentially “an object with attitude”. Table 2 summarises the relation between AOP and OOP.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>OOP</th>
<th>AOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic unit</td>
<td>Object</td>
<td>Agent</td>
</tr>
<tr>
<td>Parameters defining state of basic unit</td>
<td>Unconstrained</td>
<td>Beliefs, commitments, capabilities, choices,...</td>
</tr>
<tr>
<td>Process of computation</td>
<td>Message passing, and response methods</td>
<td>Message passing and response methods</td>
</tr>
<tr>
<td>Type of message</td>
<td>Unconstrained</td>
<td>Inform, request, offer, promise, decline,...</td>
</tr>
<tr>
<td>Constraints on methods</td>
<td>None</td>
<td>Honesty, consistency</td>
</tr>
</tbody>
</table>

An agent’s “mental state” consists of components such as beliefs, decisions, capabilities, and obligations. Shoham formally describes the state in an extension of standard epistemic logics, and defines operators for obligation, decision, and capability. Agent programs control the behaviour and mental state of agents. An agent interpreter executes these programs. In the spirit of speech-act theory, interagent communication is implemented as speech-act primitives of various types, such as inform, request, or refrain.
An agent interpreter assures that each agent will iterate through two steps at regular intervals: read the current messages and update its mental state (including beliefs and commitments); and execute the commitments for current time, possibly resulting in further belief change. Shoham’s original interpreter, AGENT-0, implements five language elements:

- Fact statements (“John is an employee of NET”);
- Communicative action sequence (inform, request, refrain);
- Conditional action statements (“If, at time $t$, you believe that John is an employee of NET, then inform the agent $A$ of the fact”);
- Variables; and
- Commitment rules.

The basic concepts described by Shoham have influenced the direction of many other agent researchers. He and his colleagues have continued their investigations on several fronts including mental states, algorithmic issues, the role of agents in digital libraries, and social laws among agents.

Both the theoretical developments of mental categories, and the AGENT-0 programming language, concentrated on a single agent. Indeed, the view promoted was of agents functioning autonomously. However, if a society of agents is to function successfully, some global constraints may be imposed. Such an approach is not suited for industrial strength applications where a robust response is required with distinct constraints.

Apart from Shoham’s work, which has weaknesses such as a single-agent solution for complex applications, there is a relative neglect of specific research of constraints on behaviour and interaction of agents for modelling and simulation. In chapter 2, we will review the field of agents, and reiterate the neglect in research on interaction and behaviour with constraints and methodological weaknesses.
1.3.2 Logic programming to constraint logic programming

Logic programming is an appealing language for complex problems, thanks mainly to its relational form and its nondeterminism. Its relational form makes it convenient for stating constraints, as a constraint is nothing other than a relation. Its nondeterminism makes it a powerful conceptual tool for designing backtracking problems.

Unfortunately, logic programming in its current state of development is very inefficient for executing the natural formulation of problems. The reason is that this formulation, when executed on a logic programming system, leads to a generate and test, or a standard backtracking (i.e. depth first search with chronological backtracking) approach. Both search procedures exhibit pathological behaviour and their performance decreases drastically as the problem size grows. As a matter of fact, these search procedures are oriented to recovering from failures and do not try to avoid failures. The basic reason for this inefficiency comes from the way constraints are used, only to reduce the search space after discovering a failure.

The inefficiency of generate and test and standard backtracking must be contrasted with the results of search procedures based on consistency techniques. Consistency techniques are based on the idea of a priori pruning, that is, using the constraints to reduce the search space before discovering a failure. They originated from Waltz's filtering algorithm (Waltz 1972). The pruning in consistency techniques is achieved by spending more time at each node of the search tree removing combinations with values that cannot appear in a solution. Thus the procedures are oriented toward the prevention of failures and enable both an early detection of failures and a reduction of the backtracking and the constraint checks. Both experiments and theoretical studies have proved the values of a priori pruning. In most cases, a substantial improvement in efficiency over standard backtracking is considered a fundamental primitive of reasoning for solving Constraint Satisfaction Problems (CSPs).
1.3.3 Societal notions and computational agency based on consistency

The implementation of an intelligent simulation system can, perhaps, benefit from developments in distributed problem solving. A simulation system can be construed to involve interaction between a number of autonomous programs – or agents in DAI and a society of agents having the societal attributes of communication, co-operation, and advocacy.

Broadly speaking a simulation can be viewed as an interaction between agents that can help with the input data, agents that are knowledgeable about the simulation model and its implementation, and agents that can help in the interpretation of the output data. The input agents can help in selecting and accessing autonomous data sets and it is possible to benefit from developments in distributed data base systems – a collection of data sets that can be accessed through fuzzy queries together with facilities to transform data and filter ‘irregularities’.

Many of the extant simulation systems, ranging from CSIM (continuous simulation modelling) to NASA’s SIGMA, to varying degrees, help the user in getting data from external sources, contain help files related to simulation engines and attempt to interpret the output. However, in all these tasks a pro-active user is a must and such a user is generally very experienced.

In order to propose an agent-based intelligent simulation system, it is perhaps useful to briefly describe what we regard to be some salient features of a typically distributed artificially intelligent system, particularly multi-agent systems. We would like to argue that parallel developments in AI, especially constraint-based problem solving theories and methods, can be used to introduce certain societal features within a society of autonomous programs at a greater level of abstraction. Such an abstraction can be used to articulate how the agents communicate, negotiate, and so on.

The point here is that much of the DAI literature discusses the notion of a society of agents, involving the unarticulated assumptions about the rights of individual agents
and duties of these agents to others often expressed in notions like communication, co-operation, negotiation, and so on. Bond and Gasser (1988), and Wooldridge (1995) discuss various interactions. We present a constraint-based multi-agent framework in which these notions can be put in operation.

1.3.4 The transportation-domain' problem revisited

The dominant metaphor in DAI, or, more specifically in distributed problem solving, is that of agents organised in a network: each node represents an agent and the links represent conduits for communication between agents. These nodes are generally expected to be ‘sophisticated systems’ in their own right in that they are expected to represent a complex real-world entity.

The extent to which multi-agents “can modify...[their] own behaviours as circumstances change and plan [their]...own communication and co-operation strategies with other nodes” (Durfee, Lesser, and Corkhill 1992) varies from one multi-agent system to the other as reported in the literature. For example, Fischer and Kuhn (1993) note that “a central problem in the study of autonomous co-operating is that of ... [establishing] mechanisms for controlling the interaction between different parts ... [or agents] of the system”. These authors note that in an implicit sense multi-agent co-operation, in a problem-solving context, has been simulated by using methods based in dynamics programming and operations research – usually through the computation of the so-called cost functions. Within the scope of DAI, the authors describe three models of how a society of agents can be organised and deployed for simulating complex problems in vehicle scheduling in response to customer demands.

For Fischer and Kuhn, a society of agents, represented by $A= \{a_1...a_n\}$ is capable of executing a set of tasks $T= \{t_1...t_n\}$. A problem can be solved by $A$ by decomposing the problem in subproblems that can be tackled perhaps by the execution of one or more tasks defined in $T$. These authors deal with the problem of organising the rota for a number of trucks, indeed trucking companies, that may carry goods across Germany.

This is a classical logistic problem, that of optimising the means against a range of ends. The authors have used the extended contract net model for organising agents in
order to manage a society dominated by a broker working together with trucking companies, trucks, and drivers. The contract net model is used when a dominant agent broadcasts a problem and seeks 'contracts' for the solution of the problem from a society. Fischer and Kuhn (1993) have a 'manager' agent, the so-called broker agent, that liaises with the customers and seeks their orders. These orders are relayed to a number of 'worker' agents, the trucking companies, who, in turn, send back 'costed' bids for the tasks. This cost is calculated by relaying a message to the subordinate drivers, subordinate to the companies, who after checking the availability of their trucks respond to the trucking companies. In effect, a highly regulated and ordered society of agents with agents at successive levels of hierarchy having less and less autonomy: this situation is more like a military organisation than a society of truckers involved in fierce competition.

The extended contract net approach to the transportation domain problem was operationalised through the use of an object-oriented concurrent language, Oz, a language developed by the German Institute of Artificial Intelligence (DFKI). Using a hierarchical decomposition model, the inter-agent communication is essentially the cost transmitted from the nodes in the agent hierarchy to the apex of the tree. Table 3 summarises the simulation of Fischer and Kuhn (1993) indicating the roles of the agents, the tasks they are supposed to execute and how these tasks have been implemented as encapsulated behaviour through the use of the method construct.

<table>
<thead>
<tr>
<th>Agent(s)</th>
<th>Role(s)</th>
<th>Task</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broker</td>
<td>Master</td>
<td>Deliver tasks to companies</td>
<td>Init, Add(companies), rem(companies), add(Driver), rem(Driver)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Select minimum priced driver</td>
<td></td>
</tr>
<tr>
<td>Companies</td>
<td>Slave/Master</td>
<td>Deliver tasks to drivers</td>
<td>Announce, addcity, init</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Select minimum priced drivers</td>
<td></td>
</tr>
<tr>
<td>Drivers</td>
<td>Slave/Master</td>
<td>Computes the cost for tasks</td>
<td>Announce, init(Window), init(create the truck)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Plan, control of driver agents</td>
<td></td>
</tr>
<tr>
<td>Trucks</td>
<td>Slave</td>
<td>Init, drive, move, route</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The agents, roles, tasks, and methods used in the transportation simulation (Note that rem stands for remove, and init for initiation)
The limitations of Fischer and Kuhn's (1993) simulation are as follows:

a. The contract net approach involves a highly regulated and ordered society of agents that does not reflect reality. It is difficult to accommodate various preferences of agents.
b. Communication between agents tends to be message passing. That has limitations in passing partial information between agents.
c. Co-operation/co-ordination between agents is via contract net. That does not allow horizontal co-operation between trucks.
d. Social laws are not addressed. Common laws within multi-agent settings for solving problems are not addressed. This would remove the necessity of hardcoding laws to different agents within the application.
e. Task decomposition and allocation is via contract net. The Manager always chooses the cheapest offer in selecting the agents. The approach is very hierarchical.
f. Negotiation is addressed via contract net. Within the simulation, negotiation is not really discussed in the sense that the manager always selects the cheaper cost. There are no negotiations between the agents at the same levels.
g. Various constraints that are applicable such as precedence, resource, temporal are not addressed.
h. Learning and evolving of driver agents is not addressed.

1.3.5 Task decomposition and task allocation in less centralised models

Fischer and Kuhn (1993) have discussed the rather restricted communication available to them even in an extended contract model. The authors have argued for two 'liberal' regimes regarding the operation of the society of agents and discussed the decentralised task model and the completely decentralised task model for task decomposition and task allocation. In these two models, the role of the manager agent is successively reduced such that in the completely decentralised task model the manager is actually surplus to requirements.

Fischer and Kuhn have actually extended the contract net proposal in order to demonstrate how co-operation can be effected amongst agents on the one hand, and in
order to demonstrate the practical relevance of an agent-oriented paradigm for solving real-world problems (cf. the transportation domain problem) on the other. The extended contract net protocol extends the number of speech acts that were available to the manager from two, i.e. reject and grant, to four, temporal reject, temporal grant, definitive reject, definitive grant (1993:36). By this extension of the speech acts, the authors will deal with much more realistic problems in the domain: namely, the unbooked leg co-operation and the coupling of long-distance transportation and local distribution (1993:91). This allows the authors to argue that this distributed task decomposition and task allocation is possible by allowing agents at the same level to communicate among themselves before they finally report to the manager just above themselves. Hence, orders from customers become more complex and include some notion of time: expected time of departure, expected date of arrival, duration of the journey and so on.

1.4 Methodology

The aim of the thesis is to discuss some of the crucial issues in simulation and modelling of large-scale systems. It is intended to show that modelling such systems requires a considerable amount of knowledge from diverse sources and that such knowledge can be better managed if there are pro-active data and knowledge sources working in conjunction with conventional simulation and modelling systems. This brings us to the emergent notion of agency and the societal issues connected with the discussion of how groups of people, or, more accurately, computer programs mimicking people, work together to achieve a common set of goals.

The aim of the work is to propose a framework to discuss various behavioural aspects of agents and the interactions between agents. The interactions include co-operation, negotiation, task allocation, and social laws.

Our experience in the field of constraint-based systems suggests that it is important to investigate the promise of a constraint-based computing paradigm for simulating the behaviour of agents that do, and are expected to, work together (Selvaratnam 1993, Selvaratnam & Ahmad 1995).
Our approach is to create a society of agents. Within such a society, the rights of individual agents and duties of these agents to others are often expressed in notions like communication, co-operation, negotiation, autonomy, and so on. Our approach is to use constraint-based theories and methods to introduce an abstraction that can be used to articulate how the agents communicate, co-operate, negotiate, and how the social laws are to be introduced. We present a CANET (Constraint-based multi-Agent NETwork) framework in which these notions can be put into operation.

Within the proposed approach, agents communicate between each other. Agents are autonomous entities, with awareness of others. Agents or users send messages to each other to constrain behaviour. Each agent's behaviour may be constrained, and the interaction between agents may also be constrained.

Co-operation is treated as constraint passing, whereas negotiation is treated as constraint relaxation. Social laws are treated as hard constraints that cannot be relaxed. Task allocation is treated as constraint satisfaction.

A transportation scenario is simulated to demonstrate the hypothesis that the behaviour of an agent and the interaction between agents may be related to constraint-based techniques. In particular, constraint communication between agents is demonstrated. We will make a comparison with Fischer and Kuhn (1993).

A constraint-based multi-agent approach for complex applications is proposed. Within such an approach, the behaviour of an agent and the interactions between agents are related to constraint-based interactions. Within the framework, constraint satisfaction is an underlying mechanism compared to the unification mechanism used in Prolog language. The feature of consistency is exploited for agency.

The proposed approach is natural in the sense that it addresses constraints at various levels. Modelling and simulation of complex systems can be interpreted as the interaction between agents and constraints. A wide range of applications can benefit from the method.
Other researchers put more emphasis on discussing various interactions provided by a survey. However, no results are achieved in unifying various interaction approaches. This thesis tries to find a constraint abstraction for agent interactions. A critical review of the existing agent-based systems, notions of an agent, and constraint-based systems is presented.

1.5 Contributions

1.5.1 Inside the agent community

As far as theory is concerned, this research shows that the behaviour of an agent and the interaction between agents can be related to constraint-based techniques. Our contribution to the field of agents is that constraints and agents are synthesised through our system, CANET. Our hypothesis is that the behaviour of an agent and the interactions between agents may be related to constraint-based mechanisms. In addition, various existing interaction notions are unified within such an approach. Thus a distinct interpretation for such notions is provided. Agents work under constraints of duties and rights. As far as the practical framework is concerned, agents are concurrent objects working under constraint logic. That facilitates the existing architecture such as contract net to be extended so that agents interact under constraint logic. The approach allows the agents to communicate by constraint passing compared to message passing in object-oriented language.

It is hoped that this research will contribute towards representing agent behaviour and interaction via constraint logic. As far as the end-user is concerned, this allows the complexity of designing interactions to be radically simplified, their development period sharply reduced and ease potential future modification.

1.5.2 Outside the agent community

Outside the agent-based community, the contribution of the research is to provide a CANET approach for modelling and simulation of complex systems.

Within the constraint-based community, the research contributes to making constraint logic a programming language not only for scheduling type applications, but also applications where agents are applied. Within the constraint-based community, the
emphasis is on variables, domain values, and constraints, and the concept of an agent is not explored. By synthesising the field of agents, constraint logic can be applied within DAI that will be discussed in chapter 3.

1.6 Outline of the thesis

Chapter 2 reviews existing agent-based systems. We critically analyse the definition of an agent, and we argue for a need of an abstraction. The notion allows various definitions to be related. From the evolution of agent-based systems, how a constraints-based agent system plays a role is addressed. Various agent architectures are discussed. We conclude by drawing the conclusions of previous reviews and motivating the research. This allows the role of constraints in such architectures in subsequent chapters to be investigated.

Chapter 3 presents the CANET (Constraint-based multi-Agent NETwork) approach that is a theoretical foundation of the proposed research. Discussion on the evolution of constraint-based systems will position our research in the work. Various notions of constraint-based systems are addressed. This will be applied in chapter 4 when discussing the synthesis of constraints and agents with the aim of addressing constraint-based applications to the proposed methods.

Chapter 4 presents the design and implementation of a CANET approach, and demonstrates the feasibility of the approach on several examples. A transportation scenario is simulated to demonstrate the CANET concepts concerning co-operation, and task allocations, and so on.

Finally, chapter 5 draws together the strands of research presented in this thesis and highlights some areas for further investigation. A brief comment on this research is also given.

1.7 Delimitations of scope and key assumptions

This thesis tries to address how various modules co-operate, negotiate and so on from a constraint-based point of view. How agents learn, and how agents evolve are not addressed. Further, there is potential scope to carry out research on areas such as
merging of agents, cloning of agents, and learning. There is also scope to develop an agent-constraint toolkit for building complex applications. The key assumption of the research is that “everything is connected”.
2. Literature review - Agent-based systems

The aim of this chapter is to build a theoretical foundation on which the research is based by reviewing the field of agents to identify research issues that are controversial and have not been adequately answered by previous researchers. It shows the link between research problems and the wider body of knowledge. That is, the literature review includes the immediate disciplines of the research problem. The literature review is focused in the sense that another related discipline, constraint satisfaction, is addressed in the next chapter.

The main goals of this chapter are to overview the rapidly evolving area of agents. This is achieved by discussing the basic concepts of multi-agent systems, by critically reviewing the definition of an agent, by researching into the evolution of agent-based systems, and by listing the agent architectures. Agent-based approaches for applications are also listed.

2.1 Motivation

Agent technology has undoubtedly made a large impact on computing during the last few years (Nwana 1996). Agent software is a rapidly developing area of research. The word agent is as currently in vogue in the popular computing press as it is within artificial intelligence (AI) and computer science communities. Agent technology provides an exciting new computing and problem-solving paradigm.

There is a wide range of application domains that are making use of agent-based systems. Agent applications are being developed for fields such as manufacturing, entertainment, electronic commerce, user assistance, service and business management, information retrieval research, energy systems, and autonomous space probes.

2.2 Evolution of agent-based systems

The quest to design intelligent control in artificial systems dates back a long time. Even before electronic computers had been invented, the engineer James Watt (1736-1839) popularised the use of mechanical feedback control as a way of automatically
regulating the velocity of rotation in steam engines, thereby controlling their energy intake. Concepts such as stability in dynamical system, control of systems are still an area for research by using agent-based techniques. Another field that precedes artificial intelligence is cybernetics, the aim of which is to unify mathematically disparate studies of control and communication in animals and machines.

At the early stages of agent development, due to centralised approaches, a single agent tended to perform very complex tasks. However, as the idea of decentralisation became popular, there were developments in distributed systems with multiple agents. Currently, even though various interactions are discussed, they are mostly hard-coded. There is a relative neglect of developing a framework in which various interactions can be simulated. In chapter 3, we will review the field of constraints, and propose a CANET approach for complex applications. Table 4 summarises the evolution of agent-based systems.
2.3 Terminology of an agent-based system

In this section, the terminology of an agent-based system is reviewed. The emphasis is placed on the definition of an agent. Firstly, we will briefly look at the parent field of agent-based systems.

Researchers in DAI are concerned with understanding and modelling action and knowledge in collaborative enterprises. People usually distinguish two main areas of research in DAI (Bond and Gasser 1988): distributed problem solving and multi-agent systems.
Distributed problem solving (DPS) considers how the task of solving a particular problem can be divided among a number of modules (or "nodes") that co-operate in dividing and sharing knowledge about the problem and about its evolving solution. Multi-agent systems are an outgrowth of the Distributed Artificial Intelligence community. Durfee et al. (1989) define a multi-agent system as "a loosely-coupled network of problem solvers that work together to solve problems that are beyond their individual capabilities".

Research in multi-agent systems is mainly concerned with co-ordinating intelligent behaviour among these agents, how they co-ordinate their knowledge, skills and plans jointly to take action or to solve problems.

These problem solvers, which are essentially autonomous, distributed and maybe heterogeneous in nature, are called agents and usually have a single locus of control and/or intention.

An agent is a computer system situated in some environment, and which is capable of autonomous action in this environment in order to meet its design objectives. The key abstraction used is that of an agent. For example, considering a transportation scenario, agents would be a broker agent, or company agent, or driver agent, or truck agent.

In the recent past the term agent has been used unsparingly to refer to any software system which has attributes of intelligence, autonomy, perception, or acts on behalf of a user. There is no standard definition of an agent on which consensus exists, and researchers over time have proposed various definitions of the term (and are still doing so).

The reason why it is so difficult to define precisely what agents are is that, within the software fraternity, the word is really an umbrella term for a heterogeneous body of research and development. As Nwana (1996:6), while having to define the term agent, says:
“When we really have to, we define an agent as referring to a component of software and/or hardware which is capable of acting exactingly in order to accomplish tasks on behalf of its user. Given a choice, we would rather say it is an umbrella term, meta term or class, which covers a range of other more specific agent types, and then go on to list and define what these other agent types are. This way, we reduce the chance of getting into the usual prolonged philosophical and sterile arguments which usually precede the former definition, when any old software is conceivably recastable as agent-based software”.

Agent software is a rapidly developing area of research. The word is overused in the literature. In this section, the specific criteria of an agent will be addressed. There is a necessity of classifying and combining various approaches that exist at the present moment. Recent discussions by various authors vindicate this. There are a few reasons why it is so difficult to define precisely what agents are. Firstly, agent research does not use the term in the same way as other terms might be applied, for example, the term agent is used widely in everyday parlance as in travel agents, estate agents and so on.

Secondly, even within the software fraternity, the word agent is an umbrella term for a heterogeneous body of research and development. The response of some agent researchers to such phenomena is to introduce new terms such as knobots, softbots, taskbots and so on. They may have some reasons to invent synonyms. Firstly, agents may come in many physical guises. Secondly, agents can play many roles. Furthermore, due to the multiplicity of roles agents can play, there is a plethora of adjectives which precede the word agent, such as search agents, report agents, presentation agents and so on.

The Reader’s Digest Oxford Wordfinder (1993) defines an agent as “a person who acts for another in business, politics, and etc. [L agentia f. L agere do]”. One may deduce from this definition that agents do things and act. However, the action-based analysis is not sufficient for the notion of agency. There is a necessity to consider other properties for an agent. The notion of an agent is interpreted in a variety of ways. Researchers in distinct fields tend to put forward their individual notion of an
There is a need to explore these notions to find out some general properties. These definitions vary from ‘weak’ to ‘stronger’ categories.

Wooldridge et al. (1994) distinguish two usages of the term ‘agent’. Firstly, they discuss an agent as a hardware or software system with properties: autonomy, social ability, reactivity and pro-activity. Secondly, they argue that the agent has a stronger and more specific meaning. In other words, in addition to the properties discussed, a computer system is either conceptualised or implemented using concepts that are more usually applied to humans.

According to Jennings (1995), the term agent (and hence agent-based computing, agent-based system, multi-agent system) is being used within information technology to describe a broad range of computational entities. He distinguishes three classes of agents. Firstly, there are “gophers” agents, which can execute straightforward tasks based on pre-specified rules and assumptions. Secondly, there are “service-performing” agents, which execute a well-defined high-level task at the request of a user. Finally, there are “predictive/pro-active” agents, that volunteer information or services to a user, without being asked, whenever it is deemed to be appropriate. He advocates properties such as autonomy, social ability, reactivity and pro-activity. Such notions are explained below:

**Autonomy**: agents should be able to perform the majority of their problem solving tasks without the direct intervention of humans or other agents, and they should have a degree of control over their actions and their own internal state.

**Social ability**: agents should be able to interact, when they deem appropriate, with other artificial agents and humans in order to complete their problem solving and to help others with their activities. This requires that agents have, as a minimum, a means by which they can communicate their requirements to others and an internal mechanism for deciding when social interactions are appropriate.

**Reactivity**: agents should be able to respond to the changes in the environment.
**Pro-activity:** agents should not simply act in response to their environment, they should be able to exhibit goal-directed behaviour.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steiner, Mahling &amp; Haugeneder (1990)</td>
<td>Agent as a mouth-head-body (Mouth: communicator; Head: reasons about functions of the body and exerts agent control; Body: describes the application-oriented processing facilities and knowledge of the agent).</td>
</tr>
<tr>
<td>Brustolini (1991)</td>
<td>Autonomous agents are systems capable of autonomous, purposeful action in the real world.</td>
</tr>
<tr>
<td>Pan &amp; Tenenbaum (1992)</td>
<td>Complex processes such as tasks in cognitive terms (i.e. what to look for? What to do? And who to tell?), and are entrusted to an intelligent agent for execution. Agents interact with each other via a message bus or through a shared, distributed knowledge base.</td>
</tr>
<tr>
<td>Ferguson (1992)</td>
<td>Any goal-directed computational process capable of robust and flexible interaction within its environment.</td>
</tr>
<tr>
<td>Shoham (1993)</td>
<td>An agent is described in terms of beliefs, goals and commitments.</td>
</tr>
<tr>
<td>Muller &amp; Pischel (1993)</td>
<td>An agent is described as a knowledge-based system composed of a knowledge base and a control unit.</td>
</tr>
<tr>
<td>Smith, Cypher &amp; Spohrer (1994). (KidSim agent)</td>
<td>An agent is defined as a persistent software entity dedicated to a specific purpose. ‘Persistent’ distinguishes agents from subroutines; agents have their own ideas about how to accomplish tasks, their own agendas. ‘Special purpose’ distinguishes them from entire multifunction applications; agents are typically much smaller.</td>
</tr>
<tr>
<td>Wooldridge &amp; Jennings (1994)</td>
<td>In a general sense, an autonomous self-contained, reactive and pro-active system. Properties of an agent are autonomy, social ability, reactivity and pro-activity. However, specifically, an agent is a computer system that is either conceptualised or implemented in terms of concepts applied to humans (belief, desire, and intention). Other properties of an agent are mobility, security and emotion.</td>
</tr>
<tr>
<td>Russell &amp; Norvig (1995). (AIMA agent)</td>
<td>An agent is everything that can be viewed as perceiving its environment through sensors and acting upon that environment through effectors.</td>
</tr>
<tr>
<td>Maes (1995)</td>
<td>Autonomous agents are computational systems that inhabit some complex dynamic environment, and by doing so realise a set of goals or tasks for which they are designed.</td>
</tr>
<tr>
<td>Coen (1994) (SodaBot agent)</td>
<td>Software agents are programs that engage in dialogues [and] negotiate and co-ordinate transfer of information.</td>
</tr>
<tr>
<td>Minsky (1994)</td>
<td>From the dictionary: “A person who acts on behalf of another person, business, government etc./A person or thing that acts or has the powers to act...&quot; They all suggest the agent be seen as having some specialised purpose. Agency: A business or other organisation providing a specific service. The term agency is used to suggest the image of an office or an organisation that is composed of several interacting agents.</td>
</tr>
<tr>
<td>Jennings et al. (1995)</td>
<td>Within their ARCHON architecture, individual problem solving entities are called agents; these agents can control their own problem solving and interact with other community members. The interactions typically involve agents co-operating and communicating with one another in order to enhance their individual problem solving and to better solve the overall application program. Each agent consists of an ARCHON layer (AL) and an application problem (known as an Intelligent Systems or IS).</td>
</tr>
<tr>
<td>Nwana (1996)</td>
<td>Presents a complementary view of agenthood to Jennings et al (1995), underpinned by the attributes of autonomy and co-operative ability, but also including learning ability, i.e. the ability to improve performance over time. Nwana (1998) discusses Zeus toolkit.</td>
</tr>
<tr>
<td>Muscettola et al. (1998)</td>
<td>A remote agent architecture is proposed. The components of the architecture include temporal planner/scheduler (PS), with an associate mission manager (MM), reactive executive (EXEC), and a model-based mode identification and reconfiguration system (MIR).</td>
</tr>
</tbody>
</table>

In summary, there are various definitions for the notion of agent. However, among most researchers, there is consent that the agent should be defined as an autonomous, reactive, pro-active, and reactive system. The above discussion is summarised in Table 5.
There is a need to explore agency. Currently, interactions tend to be applications specific, and operational in an ad-hoc manner. In general, there is no consideration to constraints, and irregularities. This thesis tries to address that research gap.

2.4 DAI and classification models

2.4.1 Agent classification models

In Table 5, we summarise various definitions of an agent. Analysing the definition of an agent, we have identified various properties and their meanings that are listed in Table 6.

<table>
<thead>
<tr>
<th>Property</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactive (sensing and reacting)</td>
<td>Responds in a timely fashion to changes in the environment.</td>
</tr>
<tr>
<td>Autonomous</td>
<td>Exercises control over its own actions.</td>
</tr>
<tr>
<td>Goal-oriented (pro-active)</td>
<td>does not simply act in response to the environment.</td>
</tr>
<tr>
<td>Temporally continuous</td>
<td>is a continually running process, not &quot;one shot&quot; computations that terminate.</td>
</tr>
<tr>
<td>Communicative (socially able)</td>
<td>Communicates with other agents, perhaps including people.</td>
</tr>
<tr>
<td>Learning (adaptive)</td>
<td>Changes its behaviour based on its previous experiences.</td>
</tr>
<tr>
<td>Mobile</td>
<td>Able to transport itself from one machine to another. They can carry data along with intelligent instructions, which can be executed remotely.</td>
</tr>
<tr>
<td>Flexible</td>
<td>Actions are not scripted.</td>
</tr>
<tr>
<td>Character</td>
<td>Believable &quot;personality&quot; and emotional state.</td>
</tr>
<tr>
<td>Personisability</td>
<td>The point of an agent is to enable people to do some task better. Since people don't do all the same tasks, and even those who share the same task do it in different ways, agent must be educable in the task and how to do it.</td>
</tr>
<tr>
<td>Risk and trust</td>
<td>The idea of an agent is intimately tied up with the notion of delegation. In this situation, one has to balance the risk that the agent will do something wrong with the trust that it will do right.</td>
</tr>
<tr>
<td>Graceful degradation</td>
<td>Bound up in the notions of risk, trust, and domain, agents work best when they exhibit graceful degradation in cases of communications mismatch, or a domain mismatch.</td>
</tr>
</tbody>
</table>

Researchers tend to create new agents by composition of various agent properties. For example, an agent may be called a collaborative agent if this agent emphasises
autonomy and co-operation. Having said this, for example, Jennings (1995) argues that the collaborative agent may have to negotiate to reach agreements. The definition of an agent seems to be developed according to the term (e.g. collaborative agent), and to the area of research and development (e.g. taskbot agent). Table 7 depicts the agents.

**Table 7: agent definition by composition**

<table>
<thead>
<tr>
<th>Agent</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart</td>
<td>Co-operation, learning, and autonomy</td>
</tr>
<tr>
<td>Collaborative</td>
<td>Co-operation, and autonomy</td>
</tr>
<tr>
<td>Interface</td>
<td>Autonomy, and learn</td>
</tr>
<tr>
<td>Sodabot</td>
<td>Co-ordination, and negotiation</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Reactive, pro-active, co-operation</td>
</tr>
</tbody>
</table>

Within agent architectures, various subtle notions need to be accommodated. For example, an agent may be autonomous, and co-operative. In another words, if an agent is able to carry out a specific task, that agent is autonomous. If that is not the case, the agent needs to co-operate with another agent to achieve goals. Other tensions include negotiation and compliance, static and dynamic, temporally continuous and one-shot, and tasks to be achieved and constraints. To address the subtle nature of the properties, researchers tend to develop ad-hoc models based mainly on rule-based hard-coded representation.

Various agent properties can be categorised into three parts: agent-centred, agent-environment centred, and agent-agent centred. Table 8 depicts our categorisation.

**Table 8: Agent properties are classified into three: agent, agent-environment, and agent-agent centred**

<table>
<thead>
<tr>
<th>Agent</th>
<th>Agent-Environment</th>
<th>Agent-Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Autonomy</strong></td>
<td>Reactive</td>
<td>Social abilities</td>
</tr>
<tr>
<td>Flexible</td>
<td>Team work</td>
<td></td>
</tr>
<tr>
<td>Personisability</td>
<td>Co-operation</td>
<td></td>
</tr>
<tr>
<td>Mobile or static</td>
<td>Communicative</td>
<td></td>
</tr>
<tr>
<td><strong>Pro-active (planning)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veracity, benevolence, rationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belief, desire, and intention</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Among most researchers, there is consent that an agent should be defined as an autonomous, reactive, pro-active, and social system (Wooldridge and Jennings, 1994). From Table 8, the interpretation is as follows: researchers seems to be picking up or abstracting autonomy, and pro-active from the agent-centred part, reactive from agent-environment, and social abilities from agent-agent group to discuss the notion of an agent.

However, we believe that reactive, and social ability can all be abstracted further in the sense that reactive and social ability are part of agent-environment and agent-agent interaction categories respectively, and these simply describe how an agent behaves externally – i.e., external aspects of an agent.

The notion of autonomy of an agent is about having a degree of control of its actions and their internal state, and the notion of planning is about introducing actions to obtain a goal, which can be viewed as internal aspects of an agent. In chapter 3, we will discuss how the concept of a constraint can be used to discuss the reactivity, pro-activity, and social abilities of an agent.

In this section, the different types of agents are listed that can be identified by combining some of the attributes described above:

**Autonomous agents:** Agents that inhabit some complex, dynamic environments, sense and act autonomously in this environment and by doing so realise a set of goals or tasks.

**Entertainment agents:** Interactive, simulated worlds providing entertainment to a user. These agents are for entertainment purposes (e.g. games, film/video production), rather than strictly utilitarian ones.

**Information agents:** Agents that have access to many potential information sources and are able to collate and manipulate information obtained from these sources to answer queries posed by users and/or agents. Some people refer to these as Internet agents as such agents may roam about the Internet in order to collect information.
Intelligent agents: Agents that carry out some of the operations on behalf of a user or another program with some degree of independence.

Interface agents: Pattie Maes, a key researcher in this type of agents, states that the key metaphor underlying interface agents is that of a personal assistant who is collaborating with the user in the same environment (Maes 1994). Interface agents learn typically to better assist in four different ways:

- By observing and imitating the user;
- Through receiving positive and negative feedback from the user;
- By receiving explicit instructions from the user; and
- By asking other agents for advice.

Collaborative agents: These agents emphasise autonomy and co-operation in order to perform tasks for their owners. Their key attributes include autonomy, social ability, responsiveness, and pro-activeness. In order to have a co-ordinate set-up of collaborative agents they may have to negotiate to reach mutually acceptable agreements (Jennings 1995, Nwana 1996).

Mobile agents: Mobile agents are computational software processes capable of roaming wide-area networks, such as the World Wide Web (WWW), interacting with foreign hosts, gathering information on behalf of its owner and coming back after having performed the duties set by its user (Nwana 1996). The attribute of mobility has introduced the concept of remote programming (White 1994) where agents interact as peers and each agent can act as both a client and server. Some of the most important issues to be dealt with while implementing mobile agents are that of security, secrecy, transport mechanism, and authentication. The system has to be protected against such hazards as viruses and endless loops that consume all the CPU cycles. Some notable mobile agent implementation platforms are Agent Tcl from Dartmouth University (Agent Tcl 1995), Telescript (Telescript 1996), Odyssey (Odyssey 1997) from General Magic Inc., IBM Aglets Workbench (IBM Aglets 1996), Voyager (Voyager 1997) from Objectspace Inc., and Concordia from Mitsubishi Electric (Concordia 1997).
2.4.2 Agent architectures

Muller et al. (1993) have provided several reasons for considering agent architectures for applications. Firstly, the architecture provides a valuable general guideline for the methodology of the design and implementation of an application. Secondly, the modules of the agent architecture precisely structure the classes of operational knowledge. Thirdly, agent architecture provides a basis for the investigation of special strategies and extensions of the modules; finally, predefined mechanisms such as negotiation protocols (e.g. the contract net) are directly applicable.

Agent architectures may be classified into three categories: deliberative, reactive, and hybrid.

2.4.2.1 Deliberative agents

A deliberate architecture is an architecture that relies on explicit, internally held symbolic models and symbolic manipulations. The agents in the deliberate architecture may be seen as deliberate or planning agents. Within the planning approach, given a goal to an agent, an agent will introduce a series of actions to achieve a goal.

The success of these architectures depends on two assumptions: Firstly, an agent should have complete up-to-date knowledge about the state of the world. Secondly, the effect of agent action is always known in advance, and would always be correct. The well-known deliberate architecture reported in the literature are IRMA (Bratman et al. 1988), and GRATE (Jennings 1992).

2.4.2.2 Reactive agents

Reactive agents represent a special category of agents which do not process the internal, symbolic model of their environments; instead they act/respond in a stimulus-response manner to the present state of the environment in which they are embedded. Figure 1 shows the behaviour of reactive agents.
Table 9 depicts various reactive architectures.

Table 9: Reactive architectures

<table>
<thead>
<tr>
<th>System</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pengi</td>
<td>A video game</td>
</tr>
<tr>
<td>(Agre and Chapman 1987)</td>
<td></td>
</tr>
<tr>
<td>Wavish and Graham (1995)</td>
<td>CD-i computer game characters</td>
</tr>
<tr>
<td></td>
<td>Digital video and 3-D graphics-based animations</td>
</tr>
<tr>
<td>Ferber (1996)</td>
<td>Simulate ant societies</td>
</tr>
<tr>
<td></td>
<td>Simulated a limited ecosystem composed of biotapes, shoals of fish and fisherman</td>
</tr>
</tbody>
</table>

The main criticisms of reactive agents are as follows:

- The scope of applicability is currently limited to mainly games and simulations
- How are such systems extended, scaled up or debugged?
- What happens if the 'environment' is changed?
- Not obvious how to design such systems so that the intended behaviour emerges.

Because of their lack of explicit goals and goal-handling capabilities, the designers of reactive systems need to pre-compile or hard-wire the action selections; while a deliberative agent’s approach leaves much to the agent, the reactive agent’s approach leaves much to the designers.

2.4.2.3 Hybrid agents

Since each of the above mentioned approaches has its own strengths and limitations, it often becomes necessary to maximise the strengths and minimise the limitations of the most relevant technique for a particular purpose. The aim is to adopt a hybrid
approach which brings together some of the strengths of both deliberative and reactive paradigms.

A constitution of a hybrid agent combines two or more agent philosophies within a single agent. These philosophies may include a mobile philosophy, an interface agent, etc. One interesting implementation of such a hybrid approach is INTERRAP Agent Architecture (Figure 2) developed by the DFKI, German Research Centre for Artificial Intelligence.

![INTERRAP architecture](image)

The main criticisms of hybrid agents are:

- Hybridism usually translates to ad hoc or unprincipled designs;
- Many hybrid architectures tend to be very application specific;
- Theory, which underpins hybrid systems, is not usually specified.

Communication enables the agents in a multi-agent system to exchange information, on the basis of which they co-ordinate their actions and co-operate with each other. The main questions that arise are which communication protocols and mechanisms are conducive to enhance collaboration between communicating agents. Within a multi-agent system, several ways have been proposed for agents to exchange information with each other. Agents can directly exchange messages, or they can organise themselves into a federated system and communicate through special
facilitator agents (Generserth & Ketchpel 1994), or they can broadcast the messages. Another popular approach used to enable agents to intercommunicate is through a shared blackboard on which information can be posted and retrieved (Chaib-draa et al. 1996).

**Directed communication:** Directed communication involves establishing direct physical links with other agents using a protocol such as TCP/IP which promises safe arrival of message packets by implementing end-to-end acknowledgements.

**Federated systems (Generserth & Ketchpel 1994):** When the number of agents in a system becomes very large the cost and processing involved in directed communication is prohibitive. A popular alternative to directed communication that eliminates these difficulties is to organise the set of agents into a federated system. Figure 3 illustrates the structure of such a federated system. Agents interact via a facilitator.

![Figure 3: Federated system](image)

**Broadcast communication:** In scenarios where a message has to be communicated to all the agents in the environment, or the sender agent does not know who the recipient will be, then it can physically broadcast the message to all the agents in the system. Alternatively, it can maintain individual communication links with all the agents in the system and send each one of them a directed message. Two main popular approaches in broadcast communication are the contract net and the specification-sharing approach. Contract net approach is elaborated in Chapter 4. In the
specification sharing approach, agents broadcast their capabilities and needs and other agents use this information to co-ordinate their needs and actions.

**Blackboard systems:** In AI, the blackboard is an often-used model of shared memory (Chaib-draa & Moulin 1987). It is a store on which agents write messages, post partial results, and obtain information. It is usually partitioned into several levels of abstraction appropriate for the problem at hand, and agents working at a particular level of abstraction have access to the corresponding blackboard level along with the adjacent levels.

### 2.4.3 Agent communication languages

For interoperability, agents should be able to communicate with agents supplied by different vendors or implementors. The obvious solution is a lingua franca, whereby all the agents who implement the same lingua franca can communicate.

An Agent Communication Language (ACL) provides agents with a means of exchanging information and knowledge. ACLs handle propositions, rules, and actions. An ACL message describes a desired state in a declarative language, rather than a procedure or method.

At the technical level, when using an ACL, agents transport messages over the network using a lower-level protocol – for example, SMTP, TCP/IP, IIOP or HTTP. The ACL defines the type of messages that agents can exchange.

#### 2.4.3.1 KQML

The Knowledge Query and Manipulation Language (KQML) (Finin et al. 1994) was defined under the DARPA-sponsored Knowledge Sharing Effort. KQML assumes a layered architecture.

KQML is a high-level, message-oriented communication language and protocol for information exchange independent of content syntax and applicable ontology. Thus KQML is independent of the transport mechanism (TCP/IP, SMTP, IIOP, or another),
independent of the content language (KIF, SQL, STEP, Prolog, or another), and independent of the ontology assumed by the content.

Conceptually, one can identify three layers in a KQML message: content, communication, and message. The content layer bears the actual content of the message in the program's representation language. The communication layer encodes a set of features to the message that describe the lower-level communication parameters, such as the identity of the recipient and sender, and a unique identifier associated with the communication. The message layer, which encodes a message that one application wants to transmit to another, is the core of KQML.

2.4.3.2 Arcol and The Foundation for Intelligent Physical Agents (FIPA)

The Foundation for Intelligent Physical Agents is a nonprofit association whose purpose is to promote the success of emerging agent-based applications, services, and equipment.

FIPA's agent communication language (like KQML) is based on speech act theory: messages are actions or communicative acts, as they are intended to perform some action by virtue of being sent.

Arcol is another ACL based on speech acts (Breiter and Sadek, 1996). Arcol was the basis for the first version of the proposed FIPA standard, and many of its components survive in the second version as well. Agents conforming to the FIPA specification can deal explicitly with actions. They make requests, and they can nest the speech acts. The FIPA specification has a formal semantics.

2.4.3.3 Comparison

KQML suffers from as yet poorly defined semantics. As a result, of the many implementations of KQML, each seems unique. This makes communication difficult, and the KQML agent might not be understood. Security has not been a major issue in the KQML work.
The FIPA specification, by contrast, attempts to formalise the semantics and provide a security model. However, in view of its recency, it has not been widely accepted or adopted.

2.4.4 Overview of commercial and research products, applications, benefits, and weaknesses

2.4.4.1 Agent-based commercial products

Various agent-based commercial products are presented in Table 10. The products presented vary from development environment to multi-agent protocols. Many of them are implemented on object-oriented languages such as Java, and C++. 

<table>
<thead>
<tr>
<th>Product</th>
<th>Description</th>
<th>Application</th>
<th>Language</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>AgentBuilder</td>
<td>Integrated Agent and Agency Development Environment</td>
<td>General applications</td>
<td>Java</td>
<td>Reticular Systems, Inc.</td>
</tr>
<tr>
<td>AgenTalk</td>
<td>Multi-agent coordination Protocols</td>
<td>General application</td>
<td>LISP</td>
<td>NTT/Ishida</td>
</tr>
<tr>
<td>Agent Building environment</td>
<td>Agent Development Environment</td>
<td>General application</td>
<td>C++, Java</td>
<td>IBM</td>
</tr>
<tr>
<td>Agent Development Environment</td>
<td>Agent Development Environment</td>
<td>General application</td>
<td>Gensym</td>
<td></td>
</tr>
<tr>
<td>Agenx</td>
<td>Agent Development Environment</td>
<td>General application</td>
<td>Java</td>
<td>International Knowledge Systems</td>
</tr>
<tr>
<td>IGEN tm</td>
<td>Cognitive Agent Toolkit</td>
<td>Intelligent applications</td>
<td>C/C++</td>
<td>CHI Systems</td>
</tr>
<tr>
<td>Intelligent Agent Library</td>
<td>Agent library</td>
<td>General applications</td>
<td>Java</td>
<td>Bits &amp; Pixels</td>
</tr>
<tr>
<td>JACK Intelligent Agents</td>
<td>Agent Development Environment</td>
<td>Distributed applications</td>
<td>JACK Agent Language</td>
<td>Agent Oriented Software Pty. Ltd.</td>
</tr>
<tr>
<td>JAM</td>
<td>Agent architecture</td>
<td>General application</td>
<td>Java</td>
<td>Intelligent Reasoning Systems</td>
</tr>
<tr>
<td>Kafka</td>
<td>Agent library</td>
<td>Distributed programming</td>
<td>Java</td>
<td>Fujitsu</td>
</tr>
<tr>
<td>Versatile Intelligent Agent VIA</td>
<td>Agent Building Blocks</td>
<td>Web sites and intranets</td>
<td>Java</td>
<td>Kinetoscope</td>
</tr>
<tr>
<td>Voyager</td>
<td>Agent-Enhanced ORB</td>
<td>Distributed applications</td>
<td>Java</td>
<td>Object Space</td>
</tr>
<tr>
<td>Zeus</td>
<td>Agent architecture</td>
<td>General application</td>
<td>Java</td>
<td>BT</td>
</tr>
</tbody>
</table>
2.4.4.2 Research products

The concept of an agent is being researched by many academic institutions. Many systems have been developed. The trend in agent-based products is to use an agent communication language such as KQML. In general, the object-oriented language Java is used for research in many academic institutions. However how to address constraints is not addressed. This thesis addresses such limitations. Table 11 lists various agent-based research products.

Table 11: Agent-based research products

<table>
<thead>
<tr>
<th>Systems</th>
<th>Description</th>
<th>Concepts</th>
<th>Language</th>
<th>Research Organisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond Distributed Object System</td>
<td>Agent Framework</td>
<td>Provides a message-oriented environment</td>
<td>Java</td>
<td>Purdue University</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Uses the KQML for object communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cable</td>
<td>System Architecture</td>
<td>Provides ADL (Agent Definition Language)</td>
<td>Agent Definition Language, C++</td>
<td>Logica Corporation</td>
</tr>
<tr>
<td>JAFMAS</td>
<td>Multiagent Framework</td>
<td>Uses KQML Analysis system coherency</td>
<td>Java</td>
<td>University of Cincinnati</td>
</tr>
<tr>
<td>JATLite</td>
<td>Java packages for</td>
<td>Provides a basic infrastructure in which agents interact</td>
<td>Java</td>
<td>Stanford University</td>
</tr>
<tr>
<td></td>
<td>Multiagents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowbot System Software</td>
<td>Mobile agents</td>
<td>Research infrastructure for mobile agents</td>
<td>Python</td>
<td>CNRI</td>
</tr>
<tr>
<td>LALO</td>
<td>Programming Environment</td>
<td>Framework for developing multi-agent systems.</td>
<td>LALO</td>
<td>CRIM</td>
</tr>
</tbody>
</table>

2.4.4.4 Agent applications, strengths, and weaknesses

There are wide ranges of application domain that benefit from the use of agent-based systems. Agent applications are developed for fields as varied as manufacturing, entertainment and electronic commerce. This section describes these application types.
User assistant applications: These systems are those that work with, and in the interests of, an end-user in order to enhance their productivity and to ease the use of complex computer-based systems. More commonly, they communicate with users to help with managing diaries and emails, memory assistance, etc. (Mitchell et al. 1994). They may communicate with other agents (e.g. media agents) for information gathering. They are different from standard user interfaces, in that they are empowered to act at least semi-autonomously, and are not merely tools that the user uses and controls. Some common user applications are:

- User profile learning systems (Caglayan et al. 1996);
- Multimodal interface systems; and
- Personal Digital Assistant or Personal Intelligent Communicator applications (e.g. digital telephone secretary).

Information retrieval applications: These systems involve all the services needed to help users easily and quickly find the information they request (Huhns et al. 1994, Sheth et al. 1993). This can be achieved, for example, by a society of agents. They include:

- Directory services (yellow and white pages);
- Database inquiry;
- Information brokerage; and
- Media indexing.

Entertainment applications: These are systems, which involve:

- Real-time and non-real-time (store and forward) user avatars for messaging, low-bit-rate communication, and shared virtual environments;
- Games (autonomous interaction between game characters and with environment and multi-player games);
- Gaming and avatar applications deployed in theme parks, arcades, kiosks, WWW, and high-end game machines (Nwana 1993); and
- Film/Video production (i) Camera agents (film/video cameras with automatic motion, focus, reactions, etc.), (ii) 3D graphical agents for storyboard design, (iii) 3D graphical agents and avatars in computer animated feature films, cartoons and advertisements.
Service management applications: These are systems that involve configuration and delivery of user requested services at the right time and cost, while observing required security and privacy issues. Some common service management applications are:

- Multimedia services;
- Buying/selling services (e.g. information, material, goods) (Chavez, A & Maes, P 1996);
- TMN/Intelligent Network Management Services; and
- Trip planning and guidance services (e.g. intermodal route planning, hotel and parking lot reservations, individual traffic guidance, tourism).

Business management applications: These systems deal with the management of business tasks and resources in the provision of services and carrying out of business operations (O'Brien & Wiegand 1996). They include:

- Financial services;
- Electronic commerce (White 1994);
- Workflow management (Levitt et al. 1994);
- Office automation;
- Computer Supportive Co-operative Work; and
- Telecommuting (Appleby & Steward 1994).

Manufacturing management applications: These systems involve physically embodied agents designed to carry out and deal with the management of tasks and processes in relatively structured industrial environments. These processes may involve the control of industrial robots and machines via software interfaces. Some common manufacturing applications areas are:

- Industrial robotics (Brooks 1986);
- Factory automation (Baker 1996);
- Virtual factory management; and
- Load balancing.
Service robotics applications: These systems involve physically embodied agents designed to carry out tasks and processes in relatively unstructured office and domestic environments (e.g. office mail delivery, house cleaning etc.).

Co-operative task management applications: These systems involve the collection of robotics and software agents that are being co-ordinated to achieve higher level tasks.

Research applications: These systems involve using agent technology to further research in other (IT) areas such as:
- Vision processing;
- Learning and adaptive systems (Hermans & Schlimmer 1993);
- Speech processing;
- Distributed knowledge-based systems; and
- Human-computer interface.

In summary, various applications are being considered for agent-based application. The proposed approach that will be elaborated in Chapter 4 is relevant for such applications. The advantages of multi-agent systems are as follows:

Fault-Tolerance (Hatvany 1984): Agents are an inherently distributed mechanism and thus a system made of autonomous agents will not collapse when one or more of its components fail as there will not be any single point of failure.

Modular Software/Scaleable architecture (Parunak 1996): Agents are powerful entities because of the factorisation of the problem-solving they provide. Each agent can be identified as an entity (e.g. a machine, a tool, or a part) and thus help in incremental growth and flexible expansion. The advantage of scalability is provided as each agent can join a system, start working with other agents, or just leave a system once it has finished a plan it was engaged in without effecting the operation of the system.
Self-configuration systems (Parunak 1996): A population of agents can reconfigure itself as it runs. This is an important advantage for systems that must respond to a wide range of different conditions. This is because, as each agent is close to the point of contact with the real world, the system's computational state tracks the state of the world closely, without need for a centralised database. As the overall system behaviour emerges from local decisions, the system readjusts itself automatically to the environment, or the noise, or the removal of other agents. Thus a fully functional self-configuring system can be effectively implemented by merely networking agent resources.

Reduced software costs: As the software becomes more modular, the development time and the complexity is reduced.

Faster problem solving: By exploiting parallelism in the sense that different agents work autonomously to achieve a common vision, problems are solved quicker.

Decreased communication: By transmitting only high level partial solutions to other agents, communication is decreased.

Flexible systems: Flexibility is provided by having agents with different abilities dynamically team up to solve current problems.

This review has acknowledged disagreements between researchers on the definition of an agent, and on the interaction of agents without developing a hypothesis. We have established that agents and agent interactions were an interesting part of the parent field DAI to research, and we have summarised in tables comparisons between compared the current definition of an agent, and agent interactions.

In the preceding section, we have analysed the definition of an agent, agent communication languages, and interaction strategies. It is clear that there are discrepancies in the definition of an agent. There are few agent communication languages such as KQML and we have discussed their limitations. The existing agent architectures are quite rigid in the sense that the behaviour of an agent, and the
interaction between agents, tend to be hard coded. Shoham's AOP has its limitations as the approach is not discussed within multi-agent settings.

Particular concepts and the hypothesised directions of relationships between agent behaviour and interactions will be summarised in a detailed analytical model which grew out of the earlier classification model to structure the literature review.

An emphasis is put on constraint-based systems that is discussed in the next chapter; it is believed that constraint-based systems are relevant to the discussion of behavioural and interaction aspects of agents.

2.5 Conclusion

In this chapter, the definition of an agent was reviewed. Based on the literature review, we have unearthed areas which require researching. With the idea of diversification of agents in the literature, we suggested that there is a need to address interaction strategies. We have asked the question: How do agents interact with the environment, with a user, and between each other with consideration to constraints? Agent architectures have been presented. Agents are seen to be autonomous, reactive, pro-active social systems.

We have consolidated the following testable hypothesis that "the behaviour of an agent, and the interaction between agents can be related to constraint-based techniques" for the research questions. We investigate further constraint-based techniques in the next chapter, and we propose a CANET methodology for complex applications.
3. Proposed modification to existing systems - Constraint logic

"Constraint (n.) The state of being checked, restricted, or compiled to avoid or perform some action". (Webster's Ninth New Collegiate Dictionary).

Based on the literature review in chapter 2, and the research problem outlined in chapter 1.2, the suitability of constraints for agent interactions is now investigated. In this chapter, an overview of a constraint-based system is provided. Basic concepts of constraint-based techniques are given. The aim is to synthesise these techniques with that of agents in the next chapter. The discussion on evolution of an agent-based system allows our work to be located in the research map.

We propose a CANET methodology for complex applications towards the end of this chapter. Within the CANET methodology, the behaviour of an agent, and the interaction between agents can be related to constraint technology. We will describe many issues concerning multi-agent systems (i.e. co-ordination of actions, task allocation, and co-operation) from a constraint-based view. We also compare related methodologies.

3.1 Motivation

Constraints arise in most areas of human endeavour. Constraints formalise the dependencies in physical worlds and their mathematical abstractions transparently, naturally, and implicitly.

A constraint is simply a logical relation among several unknowns, each taking a value in a given domain. The constraint thus restricts the possible values that variables can take; it represents partial information about the variables of interest.

Constraints can also be heterogeneous, so they can bind unknowns from different domains, for example the length (number) with the word (string). The important feature of constraints is their declarative manner, i.e. they specify what relationship must hold without specifying a computational procedure to enforce the relationship.
Constraints are used to guide reasoning as a key part of everyday common sense. For example, a constraint one can use to plan time is as follows: “I can be there from five to six o’clock for a project meeting”. Generally, one does not deal with just one constraint, but a collection of constraints that are rarely independent.

Constraint programming is the study of computational systems based on constraints. The idea of constraint programming is to solve problems by stating constraints (requirements) about the problem area and, consequently, finding solutions that satisfy all constraints.

Many problems can be viewed naturally as constraint-satisfaction problems (CSPs) (Freuder and Mackworth 1994, Tsang 1993). In such problems, we seek to find values for problem variables that satisfy or optimise restrictions on value combinations. Applications are found in many fields of AI, including planning, design, diagnosis, temporal reasoning, vision, and language.

3.2 Terminology of constraint-based systems

A constraint-based system is a paradigm for formulating knowledge as a set of constraints without specifying the method by which these constraints are to be satisfied. A variety of techniques have been developed for finding partial or complete solutions for different kinds of constraint expressions. Applications of constraint-based systems include design, diagnosis, truth maintenance, scheduling, logic programming, and user interface.

A constraint network consists of a finite set of variables \( X = \{X_1, \ldots, X_n\} \), each associated with a domain of discrete values, \( \{D_1, \ldots, D_n\} \) and a set of constraints, \( \{C_1, \ldots, C_l\} \). Each of the constraints is expressed as a relation, defined on some subset of variables, whose tuples are all the simultaneous value assignments to the members of this variable subset that, as far as this constraint alone is concerned, are legal.

Constraint Satisfaction Problems have been a subject of research in Artificial Intelligence for many years. A Constraint Satisfaction Problem (CSP) is defined as:
• a set of variables \( X = \{x_1, \ldots, x_n\} \),
• for each variable \( x_i \), a finite set \( D_i \) of possible values (its domain),
• a set of constraints restricting the values that the variables can simultaneously take.

A solution to a CSP is an assignment of a value from its domain to every variable, in such a way that all constraints are satisfied at once. One may want to find:
• just one solution, with no preferences as to which one,
• all solutions,
• an optimal, or at least a good solution, given some objective function in terms of some or all the variables.

A constraint can be a relation between variables. Examples include \( x < y + 3 \), \( f(x, y) \), and so on. Constraint systems are obtained by sharing variables among constraints. An example is \( x \in \{1, \ldots, 10\}, y \in \{1, \ldots, 10\} \) and \( x = y + 1 \).

When a set of constraints is used to characterise the solution of a given problem, that problem is set to be overconstrained when there is no solution that obeys the set of constraints. Because constraints are defined as relationships or connections between variables, a constraint satisfaction problem is often viewed as a graph or constraint network.

Constraints are multi-directional. Consider the constraints: \( X + Y = 5 \); and \( X = 2 \). Constraint reasoning method solves a value for \( Y \). The operation differs from traditional languages in the sense that within the traditional language, the left-hand side variable of the equation is always evaluated, but within the constraint-based system, any constraints can be solved.

The technique of extending or communicating constraints so that they define further relationships between variables is constraint propagation. Table 12 shows the effect of constraint propagation.
The results of successive constraints show the effect of the imposition of these constraints on the system X, Y, and Z:

Table 12: The table shows the effect of constraint propagation on three variables X, Y, Z within a set of constraints, indicated by the attachment of subscripts, max and min, that range between 1 to 100. Adding new constraints to the system causes the effects on values of the system shown below.

<table>
<thead>
<tr>
<th>Constraint propagation</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Xmin</td>
<td>Xmax</td>
<td>Ymin</td>
</tr>
<tr>
<td>Initial constraints</td>
<td>1</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Adding constraint #1: 2*X + Y &lt;= Z</td>
<td>1</td>
<td>49</td>
<td>1</td>
</tr>
<tr>
<td>Adding constraint #2: Z &lt; 5</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Adding constraint #3: X = Y</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Two branches of Constraint Programming (CP), namely constraint satisfaction and constraint solving, share the same terminology but the origins and application areas are different. Constraint satisfaction deals with problems defined over finite domains and, currently, probably more than 95% of all industrial constraint applications use finite domains. Constraint solving shares the basis of CP, i.e., describing the problem as a set of constraints, and solving these constraints. But, within the constraint solving, the constraints are defined over infinite or more complex domains. Instead of combinatorial methods for constraint satisfaction, the constraint solving algorithms are based on mathematical techniques such as automatic differentiation, Taylor series, or Newton method.

A basic constraint takes the form x=n, x=y or x \in D, where x and y are variables, n is a non-negative integer and D is a finite domain.
Propagation of constraints is depicted in figure 4. Constraints can be viewed as filters of the domain of variables. The reduced domain can then be passed through the constraints in a repetitive manner.

Propagation constraints are commonly called constraint agents. The behaviour of a constraint agent is to propagate information to the underlying store. In case the underlying store is a constraint store, the information propagated is expressed as primitive constraints. Constraint agents can be built by directly defining their waking behaviour using the notion of a 'guard'. The term 'actor' is used within the Oz community to discuss the propagation constraints.

A new class of constraints is called reified constraints. Reified constraints make it possible to express constraints involving logical connectives such as disjunction, implication, and negation. Reified constraints also make it possible to solve overconstrained problems, for which only some of the stated constraints can be satisfied.

The reification of a constraint $C$ with respect to a variable $x$ is the constraint:

$$(C \leftrightarrow x=1) \land x \varepsilon 0\#1$$

where it is assumed that $x$ does not occur freely in $C$.

### 3.3 Evolution of constraint-based systems

Some of the earliest ideas leading to constraint programming may be found in the Artificial Intelligence (AI) area of constraint satisfaction, dating back to the Sixties and Seventies. The pioneering works on networks of constraints were motivated by problems arising in the field of picture processing (Montanari 1974). In these works, constraints were explicitly represented as binary compatibility matrices and the goal was to develop efficient polynomial algorithms that could discover incompatibilities by looking at just a few constraints.

Waltz (1975) dealt with the scene labelling problem. The goal is to recognise the objects in a 3D scene by interpreting lines in the 2D drawings. The types such as
convex (+), concave (-), and occluding edges (<) are used for labelling. The main algorithms developed were related to achieving some form of consistency.

Another application for constraints is interactive graphics where Ivan Sutherland’s Sketchpad (Sutherland 1963), developed in the early 1960s was the pioneering system. ThingLab (Borning 1981) were interactive graphics applications that allowed the user to draw and manipulate constrained geometric figures on the computer’s display. Table 13 summarises the discussion on the evolution of constraint-based systems.

### Table 13: Evolution of constraint-based systems

<table>
<thead>
<tr>
<th>System/Field</th>
<th>Researchers</th>
<th>Aim/Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>'network of constraints' Scene labelling</td>
<td>Montanari (1974)</td>
<td>Constraints were explicitly represented as binary compatibility matrices; the goal was to develop efficient polynomial algorithms for discovering incompatibilities by examining constraints</td>
</tr>
<tr>
<td>Interactive graphics</td>
<td>Sutherland (1963)</td>
<td>Constraint as a declarative relation</td>
</tr>
<tr>
<td>Interactive graphics</td>
<td>Borning (1981)</td>
<td>Constraint as a declarative relation</td>
</tr>
<tr>
<td>CLP, CLP®</td>
<td></td>
<td>Logic programming as a kind of constraint programming</td>
</tr>
<tr>
<td>Prolog III</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHIP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECLIPSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concurrent constraint programming</td>
<td>Saraswat (1993)</td>
<td>Saraswat (1992, 93, and 95) and Gupta (1997) discusses abduction, concurrent logic, default CC, Timed CC for Concurrent constraint languages</td>
</tr>
<tr>
<td>Oz</td>
<td>Smolka (1995)</td>
<td></td>
</tr>
<tr>
<td>AKL</td>
<td>Hermenengildo (1994)</td>
<td></td>
</tr>
<tr>
<td>CIAO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Constraint programming derives from logic programming, operational research, and artificial intelligence. Logic programming offers the general non-deterministic host language which accommodates dedicated constraint solvers from Operational Research (OR) and AI such as linear programming or constraint satisfaction techniques.

There are two main directions of approach to uncovering the mathematical content of logic – model theory and proof theory (c.f. Figure 5). Model theory examines the relationships between sentences of logic once associated with external domains, such
as truth-values. The vocabulary of elementary model theory employs such terms as \textit{true}, \textit{false}, \textit{interpretation}, \textit{satisfaction}, \textit{model}, \textit{implication}, and \textit{semantic consequence}.

Proof theory examines the relationships between sentences in terms of their derivability from other sentences using rules, which operate only upon the structural content of sentences. The vocabulary of elementary proof theory uses terms such as \textit{axiom}, \textit{inference}, \textit{rule}, \textit{theorem}, \textit{proof}, \textit{consistency}, and \textit{syntactic consequence}. Both approaches are of value in understanding logic programming.

![Figure 5: The two views of logic](image)

Logic programming is a computational formalism, which combines these two central principles:

- It uses logic to express knowledge.
- It uses inference to manipulate knowledge.

The logic programming formalism adds a particular sort of control strategy in the pursuit of efficient implementation to the kernel system (Figure 6)

\texttt{clausal-form logic + resolution}

What does a logic program look like? — Simply a set of clauses describing relations, as does the following example:

\begin{verbatim}
likes(indran, Anyone) if reads(Anyone, this_thesis)
reads(Anyone, this_thesis) if sensible(Anyone)
sensible(you)
\end{verbatim}
Figure 6: The essence of logic programming

Logic programming has the unique property that its semantics (operational and declarative) are both simple and elegant and coincide in a natural way. These semantics, however, have their limitations.

Firstly, the objects manipulated by a logic program are uninterpreted structures — the set of all possible terms that can be formed from the functions and constants in a given program. Equality only holds between those objects which are syntactically identical. Every semantic object has to be explicitly coded into a term; this enforces reasoning at a primitive level. Constraints on the other hand are used to implicitly describe the relationship between such semantic objects. These objects often range over such rich computation domains as integers, or reals.

Secondly, logic programming stems from its uniform but simple computation rule, a depth first search procedure, resulting in a generate-and-test procedure with its well-known performance problems for large-scale applications.

Constraint manipulation and propagation were studied in the Artificial Intelligence community in the early 1970s and 1980s (Montanari 1974, Steele 1980, Mackworth 1986) to make search procedures more intelligent.

Constraint logic programming (CLP) is an attempt to overcome the limitations of logic programming by enhancing it with constraint solving mechanisms. Strangely, both of these limitations of logic programming can be lifted using "constraints". However, each limitation is treated by a quite different notion of constraint. Hence CLP has two complementary lines of descent:
First it descended from work that aimed at introducing richer data structures to a logic programming system that allowed semantic objects, e.g. arithmetic expressions, to be expressed and manipulated directly.

Secondly, CLP has been strongly influenced by the work on consistency techniques. With the objective of improving the search behaviour of a logic programming system, Gallaire (1985) advocated the use of these techniques in logic programming. "Constraint and test" replaced the performance problems of the "generate and test" method.

From a theoretical point of view the extension of logic programming to constraint logic programming has been very useful. That, in turn, inspired development of concurrent constraint languages (Saraswat 1993, Smolka 1995).

Van Hentenryck et al. (1996) discussed promising directions in constraint programming. They are listed below:

**More realistic constraint systems and languages:** There is a necessity to develop more automatic and systematic ways to acquire and model domain-specific and problem-specific knowledge, developing a richer paradigm to cope with the properties and uncertainties of real-world information.

**Towards constraint-based distributed systems:** Another challenge for constraint programming systems is related to the role of such systems in network-wide programming. Our research can be categorised within this direction in the sense that we have explored how agents and constraints can be synthesised.

**Towards faster, more efficient systems:** While the performance and computing resource economy of current CP systems has proved to be adequate in significant industrial applications, competing very favourably with other techniques and approaches, it appears that there still remain many avenues for improvement, which would make the technology even more competitive.
Constraint databases: Many challenges in constraint databases are yet to be addressed. Specific directions of work include constraint modelling, canonical forms and algebrae; data models and query languages.

User interfaces: In user interface applications, there is a constant need for constraint satisfaction algorithms that can handle a wider range of constraints that arise in such applications, and algorithms and data structures with improved time and space efficiency.

3.4 Justification for constraint-based systems, constraint-based applications, and methodology

3.4.1 Justification for constraint-based systems

Constraints and agents have a potential synergy. On the one hand, agent behaviour, for example, can be modelled as constraint satisfaction. Constraint computation provides a general problem-solving framework. On the other hand, agents can be used to accomplish constraint satisfaction to solve distributed scheduling problems where agents are self-directed problem-solving entities.

Software agents can benefit by using constraint computation to improve the efficiency of individual agent problem solving (Tambe 1996). They may assist in knowledge acquisition (Freuder and Wallace 1997); or model the difficult issues of negotiation, collaboration, and competition among agents with differing interests (Freuder and Eaton 1997; Liu and Sycara 1994).

Constraint-based reasoning systems can be enhanced by using software agents to improve performance by combining the expertise of multiple, heterogeneous problem solvers (Petrie, Jeon, and Custosky 1997; Anderoli at al. 1997); improve solution quality when the different interest of multiple agents is necessary (Freuder and Eaton 1997), and improve the performance of constraint-satisfaction methods by distributing the problem over multiple agents (Petrie, Jean, Custosky 1997).
3.4.2 Constraint-based applications

Various applications using constraints for modelling are discussed below:

**Constraints as relations:** The simplest formal model of a constraint is a relation.

**Circuit verification:** The idea is that complex systems can be broken down and can be modelled in quite different ways — into functional components, physical components, causal sequences, etc. If the different models can be expressed in a common, constraint-based formalism, then one can learn much from the interaction of these different models. For the circuit verification, the different models — the behavioural model and the functional model — should be equivalent.

**Real-time control systems:** Constraint programming is now being exploited for building control software for electro-mechanical systems with a finite number of inputs, outputs, and internal states. Each component within a complex system is only connected to a small part of the overall state of the system, and its behaviour can be

---

**Figure 7: The relevance of constraints for applications**

Figure 7 depicts the relevance of constraints for applications.
captured quite simply, but when the system is considered as a whole the number of
global states becomes very large.

**Constrained objects:** A typical constraint applicable to an object is to constrain a
property of the object. For example, a particular parking bay will not admit vehicles
of more than a certain dimension.

Constraint programming has been successfully applied to many different problem
areas as diverse as DNA structure analysis, time tabling for hospitals or industry
scheduling. CP proves itself to be well adapted to solving real-life problems because
many application domains evoke constraint description naturally.

Assignment problems were a type of industrial application that was solved using
constraint tools. Examples include stand allocation for airports, where aircraft must
be parked on the available stand during the stay at airports (Dincmas and Simonis

Personnel assignment problems are problems where work rules and regulations
impose difficult constraints. Examples include the Gynnaste system (Chan et al.
1998), developed for the production of rosters for nurses in hospitals, for crew
assignments to flights, or goods assignment in railway companies (Focacci et al.
1997).

Constraint-based software is used for well-activity scheduling (Johansen and Hasle,
1997), forest treatment scheduling (Adhikary et al, 1997), production scheduling in
the plastics industry (InSol), or for planning production of military and business jets
(Bellone et al, 1992).

Within the network management and configuration area, problems include planning
the capability of the telecommunication networks in buildings or electric power
network reconfiguration maintenance scheduling without disrupting customer services
(Creemers et al. 1995).
Recent applications include:

- Computer graphics (expressing geometric coherence in the case of scene analysis, drawing programs, user interfaces);
- Natural language processing (construction of efficient parsers);
- Database systems (to ensure and/or restore consistency of the data);
- Molecular biology (DNA sequencing, hypothetical reasoning);
- Business applications (option trading);
- Electrical engineering (to locate faults); and
- Circuit design (to compute layouts).

### 3.4.3 A constraint store and constraint types

The traditional model of a computer store admits only two possible states for a variable: assigned or unassigned. Constraint programming uses an abstraction of this model in the sense that a so-called constraint store can hold partial information about a variable, expressed as constraints on the variable. Within such a model, an unassigned variable can be seen as an unconstrained variable whereas an assigned variable can be seen as maximally constrained in the sense that non-further non-redundant constraints can be imposed on the variable, without introducing an inconsistency.

**Definition:** A constraint store is a storage model, which admits primitive constraints of a specific class. Each new primitive constraint that is added to the store is automatically checked for consistency with the currently stored constraints.

The constraint store contains a constraint, and a named abstraction. Primitive constraints are the constraints that can be kept in the constraint store. Within the constraint store, constraints have the form variable = value. Constraints are formulae of first-order predicate logic with equality.

The constraint store contains a conjunction of basic constraints up to logical equivalence. An example for such a constraint is:
The storage model applied by logic programming has a weakness that can be shown by the following example. The equation \( x - 3 = y + 4 \) is not applicable because logic programming does not yield any meaning with - or + in such an equation.

Linear equations and inequations are examples of primitive constraints that are stored in the constraint store. Further constraint stores can be built for different classes of primitive constraints, by designing constraint solvers specifically for those classes of constraints. It is also possible to apply different constraint stores for different problem solving.

The constraint on the constraint store is always satisfiable. It is said that a constraint store entails a constraint \( Y \) if the implication \( O \rightarrow Y \) is valid. The constraint store is consistent with a constraint \( Y \) if \( O \) and \( Y \) are satisfiable, where \( O \) is the constraint stored on the constraint store. Elaboration of a constraint \( O \) checks whether \( O \) is consistent with the constraint store.

A few constraints propagated to store by agents are as follows:

- \( i \in \{0, 1, 2\}, x \in \{2, 3\} \) (Agent zena)
- \( j \in \{2, 3, 4\}, y \in \{0, 1, 2\} \) (Agent wendy)
- \( i + j < 4, x + y = 3 \) (Agent celine)

The constraint store hosts mainly basic constraints such as \( i \in \{0, 1, 2\}, x \in \{2, 3\}, x = y \), and so on. Constraint propagators realise non-basic constraints such as \( x > y, 2 * x - y = z \). Propagators amplify the constraint store. This is elaborated by the following figure 8:

![Figure 8: Effects of propagators on the constraint store](image-url)
The notion storage model is discussed instead of the data model, because the facility of the constraint is independent of the choice of data model — object-oriented, temporal etc.

The reasons for considering the concurrent constraint approach are as follows:

- Simple, powerful;
- Store-as-computation by von Neumann is replaced by store-as-valuation;
- Instead of reading and writing the values of variables, processes may now ask (check if a constraint is entailed by the store) and tell (augment the store with a new constraint); and
- A system of partial information.

In this section, various constraint domains are discussed.

Van Hentenryck et al. (1996) discusses a relatively small number of constraint systems that have been used as a basis for several concrete implementations. The four most important domains are Boolean constraints, finite domains, real intervals, and linear constraints; other examples include lists and finite sets.

**Boolean constraints** are either treated by a specialised constraint solver, as in CHIP or Prolog III, or seen as a specialised case of finite domain constraints. In the latter, a Boolean constraint is considered as an integer between 0 (false) and 1 (true).

**Finite domain constraints** are constraints on integer valued variables. These constraints are useful in many applications. Combining propagation techniques with backtracking search usually solves them. Each variable is associated with a finite set of possible values that are domain variables. Inconsistent values are removed from the domain variable during propagation, and then the search tries to assign a value to each variable.

**Real interval constraints** are the analogue of finite domains when reals are considered instead of integers. As it is impossible to explicitly represent the set of
reals that a variable can take, the domain of a real variable is an interval whose bounds are floating point numbers.

**Linear constraints** are constraints posted on real variables, which have a special form: they only involve weighted sums of variables (no product or more complex expressions). For such constraints, very efficient constraint solvers have been implemented using the Simplex algorithm as a starting point. Some linear constraint solvers use infinite precision (rational numbers), some others use floating point computations.

**Global constraints:** The removal of inconsistent values can be tricky for more complex constraints. An important line of work aims to define a good propagation algorithm for more complex constraints. This is sometimes referred to as global constraints. In this context, scheduling, all-different (a set of variables takes on values that are all different), cardinality constraints (the number of constraints within a set that must be satisfied is required to be within given lower and upper bounds), and spatial constraints have been considered in detail in the literature.

**User-defined constraints:** It is found that from the application of CP tools in practice, domain specific constraints are often needed. In other words, the user of these systems often needs to extend the constraint system with some constraints that are specific to the application in hand. Several approaches have been made for making it possible for the user to add domain specific constraints to the system and to tailor the underlying constraint solver to these specific constraints.

The constraints systems that are discussed have been integrated into different programming languages, ranging from subsets of first order logic to imperative languages such as C++, or even specialised languages. One of the most popular approaches is to use Horn clauses as a basis (as in Prolog), and then extend this with one or more constraint systems, in addition to unification over Herbrand terms. This constraint logic programming approach has led to many important tools that are in the following Table 14:
Table 14: Constraint programming tools

<table>
<thead>
<tr>
<th>Tools</th>
<th>Constraint systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLP ®</td>
<td>linear constraints</td>
</tr>
<tr>
<td>Prolog III</td>
<td>Booleans, linear constraints, and lists</td>
</tr>
<tr>
<td>Oz</td>
<td>Finite domains</td>
</tr>
<tr>
<td>CHIP</td>
<td>Booleans, linear constraints, finite domains</td>
</tr>
<tr>
<td>Clp(fd)</td>
<td>finite domains, Booleans</td>
</tr>
<tr>
<td>ECL'PS e</td>
<td>finite domains, linear constraints</td>
</tr>
</tbody>
</table>

3.5 Towards a Constraint-based multi-Agent (CANET) approach

The aim of this section is to propose a framework called CANET (Constraint-based Multi-agent NETwork) to discuss various interactions. The architecture is based on a higher level assumption that "everything is connected", and on two founding premises: first, constraints are an ideal system for representing the many regularities in agent activities; and second, constraints that guide searches, can be used to exploit these regularities, and can focus the knowledge, resources, authority, and control toward useful behaviour, planning, and interaction with other agents.

The proposed approach is a synthesis of constraints and agents for complex applications. Figure 9 illustrates this. The behaviour of an agent and the interactions are related to constraint-based mechanisms. Behaviour and interactions include reactive, planning, co-operation, negotiation, task allocation, and social laws.

![Figure 9: Synthesis of constraints and agents](image)

Within the proposed approach, agents interact via a constraint. Figure 10 depicts this. The constraint store is elaborated in the previous chapter. Agents are able to release various constraints to the constraint store. Various expressions are elaborated in that manner. Constraint propagation allows various expressions to be processed.
The proposed architecture can be seen as a loosely connected architecture in the sense that it allows a local constraint system for each agent. Figure 11 demonstrates this. Moreover, there is also a shared constraint store for all agents. The architecture enables specialised techniques to be associated with each agent to improve the coherence of the system.

Figure 10: Agents interact via a constraint store

Figure 11: Outline of architecture for application
Communication in the architecture is asynchronous and can take place locally or between agents, or between an agent and the common store. It involves passing constraints, actions, partial plans and goals. Any number of agents can concurrently interact with each other. Furthermore, due to the propagation of constraint systems, a large quantity of computation can be expressed merely by passing constraints.

The proposed constraint-based multi-agent architecture subsumes an actor-based paradigm. It replaces the message passing mechanism of an actor-based paradigm by a constraint passing mechanism. The basic idea is that constraints are not value assignments like the traditional von Neumann computing, rather they are spaces of partial information. Such spaces can be reduced with more constraints.

This can be compared to a blackboard approach in that the set of agents co-operates by sharing the common store – a common blackboard. However, unlike a blackboard system, it is intended to eliminate the centralised controller by using a constraint-based approach in the sense that the relation between entities may be loosened.

The approach can also be compared with the contract net approach in the sense that the system contains a number of autonomous agents, which communicate through the contract net protocol to perform co-operative tasks. As there is a knowledge overhead, the proposed approach may consider the constraint-based approach in allocating tasks, consideration of time and so on.

This system, based on constraint satisfaction, is efficient and concurrency may increase the speed of computation. Since the system is loosely coupled, autonomy of agents is achieved. As the system is distributed, it is much easier to develop and manage various agents. This system is natural as some problems are better described as collections of separate agents. The system deals with resource allocations in that each agent has its own resource and there are also shared resources.
3.5.1 Proposed CANET agent

Within the proposed approach, CANET agents are seen as a knowledge-based system with constraints. The behavioural and interaction capabilities are discussed in terms of constraints. Capabilities such as co-operation, negotiation, task allocation, social laws are treated in such a manner.

Constraints can be used for many purposes for CANET agents, the most significant of which are their uses as guides, describing the structure of agent duties, and focusing its efforts appropriately with regard to the structure. We now investigate the structure, attributes, and types of constraints within the CANET framework.

Constraints can guide agent duties in three ways. First, a constraint may restrict the agent by eliminating one or more implausible alternatives. Second, a constraint can compel the agent towards a duty by support to alternatives that obey the constraint, and finally, a constraint may have a number of relaxation associated with it, when a constraint cannot be obeyed.

Constraints can serve as inhibitors of duty for CANET agents: constraints can inhibit the agent from working with certain agents, performing certain behaviour. Constraints may control the amount of effort spent on a duty. For example, the agent may restrict the amount of time spent on the duty. Constraints can also be used to modify an agent's routine based on current conditions within the environment.

Constraints can be used to represent the agent's expectations of the future that can be represented as restrictions on a future world. Constraints can be used to compel the agent to perform a certain duty. Constraints can represent the interactions between duties or agents. Constraints can also be used to limit the recollection of agents and the amount of information examined during the course of a duty.

Each constraint has a set of criteria under which the constraint is applicable. A constraint may only be applicable in the presence of a certain agent, or when some
events occur. A constraint may be applied to a collection of agents. A constraint may have a specific piece of knowledge on which it is explicitly dependent. Each constraint has a specific lifetime during which it is active.

3.5.2 The structure of the proposed CANET agent

Below, an agent model for application is discussed in detail. The notion of the agent is defined in terms of a knowledge base and a control unit. The main contribution of the approach is the introduction that the behaviour of an agent and the interaction between agents may be related to constraint-based mechanisms.

The layers in the proposed model are a negotiation/co-operation layer for multi-agent interactions and a behaviour/planning layer for the agent to interact with its environment.

Knowledge abstraction needed for describing the behaviour of agents and interaction between them are planning, co-operation, negotiation, task allocation, and social laws.

The aim of various components is as follows. There is a co-operation layer that is responsible for maintaining co-operation and to deal with joint plans in actual interactions with other agents. Below the co-operation layer, the local planning component is placed. It deals with the goals that an agent can achieve on its own. Below this, the reactive layer deals with situations that require an immediate reaction.

Knowledge abstraction reflects the complexity of the real-world application concerned. Therefore, not all the components need to be involved in real-world problems. If the real-world problem requires an immediate response, then the behaviour-based component deals with it (these are implemented as if-then rules).

However, if the problem is complex, the agent may need to shift to the planning component. The planning component allows the achievement of goals from given initial states. During the process, the knowledge about action interference and/or hazards may be taken into consideration.
If one single agent cannot solve the problem, the task needs to be allocated to other agents. Therefore, the agent needs to shift to the co-operation component. For the co-operation process, agents may have preferences with which agents to co-operate.

In certain scenarios, not all the preferences need to be satisfied. In such situations, the agent may need to negotiate with other agents. In such situations, we propose two strategies: a preference for maximal constraints, and the sum of preferences.

Unlike a single agent-based architecture, each agent needs to react additionally to changes resulting from interactions with other agents as well as to changes induced by the external world. The external world can be seen as another agent, which can pass constraints and occurred actions to other agents or to the shared system. The difference is this agent is not negotiable. Its constraints are regarded as non-relaxable.

Within the CANET approach, belief, desire, goals and so on are treated as constraints. The intention of an agent is seen as constraint satisfaction. Awareness of other agents comes from interaction with others. Reactivity of an agent is treated as a constraint that can itself be a rule. Pro-activity of an agent is treated as a constraint search that involves satisfying various constraints.
Table 15: Synthesis of constraints and agents

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Agents</th>
<th>Constraints and Agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>There are precedence/resource constraints, which can also be used in agent interactions.</td>
<td>Agents can have a unique name, attributes, and methods.</td>
<td>Each agent is associated with constraints and the interactions between agents may be related to constraint-based mechanisms.</td>
</tr>
<tr>
<td>Constraints can be a number (integer, real)/ list of numbers/ text strings/ and so on.</td>
<td>Agent &lt;name&gt; (attributes: Features: methods: &lt;set of behaviours planning[rules])</td>
<td>Constraints can be used in agent communications, and constraints can be used to co-ordinate the activity of various agents.</td>
</tr>
<tr>
<td>Properties of an agent: Autonomy/social abilities/reactivity/pro-activity (Wooldridge et al 1995)</td>
<td>Reactivity (behavioural) is seen as a constraint, and pro-activity (planning) is treated as constraint search.</td>
<td></td>
</tr>
</tbody>
</table>

Table 15 depicts the synthesis of constraints and agents for applications. Constraints include precedence, resource, and so on. Properties of an agent include autonomy, social ability, reactive, and pro-active.

3.5.3 Proposed interaction between CANET agents

Within the CANET approach, communication between agents is treated as constraint passing. The contents of the communication can be a number, a list of elements, various message types, partial information, or even a complex task.

The interaction of agents – a constraining behaviour – may itself be constrained. We propose a constraint-based view of interaction that includes co-operation, negotiation, task allocation and so on.

In table 16, characteristics of interaction and their loose definition and constraint-based view of that interaction are tabulated. These will be elaborated in the next chapter.
Table 16: A constraint-based view of CANET agent interactions

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Elaboration</th>
<th>Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Dissemination of information among agents</td>
<td>Constraint passing</td>
</tr>
<tr>
<td>Co-operation</td>
<td>Working together to achieve a common goal</td>
<td>Constraint passing</td>
</tr>
<tr>
<td>Negotiation</td>
<td>Reconciling the differences among agents</td>
<td>Constraint relaxation</td>
</tr>
<tr>
<td>Co-ordination</td>
<td>Bringing into a required or proper relation to</td>
<td>Constraint passing/</td>
</tr>
<tr>
<td></td>
<td>ensure effective operation or harmony</td>
<td>constraint satisfaction</td>
</tr>
<tr>
<td>Social law</td>
<td>Agent society adopts a set of laws which specify</td>
<td>Hard constraints</td>
</tr>
<tr>
<td></td>
<td>how individual should behave</td>
<td></td>
</tr>
<tr>
<td>Task allocation</td>
<td>Matching capabilities of agents and tasks</td>
<td>Constraint satisfaction</td>
</tr>
</tbody>
</table>

Research is carried out on the synthesis of constraints and agents in one form or another. These works tend to focus on either co-operation, or social law, and so on. The proposed method unifies various methods in the sense that the constraint-agent view is sufficient to treat various interactions. These works enhance our overall hypothesis that the behaviour of an agent and the interactions between agents may be related to constraint-based mechanisms.

In the preceding chapter, an overview of an agent is provided. In this chapter, constraint-based techniques are addressed. Our aim is to synthesise them for applications. Table 16 summarises a constraint-based view of behaviour and interaction between agents. This will be elaborated in chapter 4.

3.5.4 Strengths and limitations of the CANET approach

The strength of the CANET approach lies in the fact that it deals with various constraints. The approach synthesises constraints and agents. The agents interact via a constraint store. Constraint solving is a better defined search strategy that can be applied to solve complex problems. In addition, constraint-based techniques can be applied in a situation where changes can be propagated along the network.

Propagation constraints are commonly called constraint agents. The behaviour of a constraint agent is to propagate information to the underlying store. In this case, the underlying store is a constraint; the information propagated is expressed as primitive constraints.
The specific constraints associated with the message are usually derived from the content of those messages and general principles of agent behaviour. Typical examples of these principles are veracity (an agent must tell the truth), autonomy (an agent may not constrain another agent to perform a service unless the other agent has advised its willingness to accept such a request), and commitment (if an agent advertises its willingness to perform a service, then it is obliged to perform that service when asked to do so). All these general principles of agent behaviour are known as the ‘mental state of the agent’ (Shoham 1993).

Constraint agents in the literature are processes that involve a fixed set of variables. During their lifetime they alternate between suspended and waking states. They are woken from suspension when an extra primitive constraint on one or more of their variables is recorded.

3.6 Related work

There are few works that put emphasis on constraints and agents. For example, Freuder and Wallace (1997) describe a paradigm for content focused matchmaking based on a recently proposed model for constraint acquisition-and-satisfaction. Matchmaking agents are conceived as constraint-based solvers that interact with others, providing potential solutions based on partial knowledge. Such a constraint acquisition-and-satisfaction approach can also be incorporated into the CANET approach.

Carlson et al. (1997) describe how global constraints and local agents can be combined to control the overall behaviours of smart matter in a simple and robust manner. Within the CANET approach, we discuss global constraints as social laws for a society of agents.

Paredis (1994) introduced CCS, a co-evolutionary approach to constraint satisfaction. Two types of objects - constraints and solutions - interact in a manner modelled after predator and prey relations in nature.
Anderson (1995) examines the nature of everyday activities and develops a computational architecture for an agent able to participate in such activities. He presents a theory of improvisation to address everyday activities. He demonstrates architecture embodying the improvisational approach based on the use of constraint-directed reasoning.

Languenou et al. (1998) present a virtual cameraman which provides the user with camera movements satisfying user defined constraints specified in the image space and/or constraints on the objects of the scene.

3.7 Conclusion

In this chapter, the CANET architecture for complex application has been proposed. Within this approach, each agent has a local constraint system, and agents interact via a constraint store. We have proposed the structure of an agent, and agent interaction on a constraint-based view. In the next chapter, we will discuss how the CANET architecture can be implemented, and how CANET can be applied to logistics applications.
4. System Design/ Implementation of constraint-based multi-agent system, and applications

4.1 Motivation

The main aim of this chapter is twofold. First, we will discuss how the CANET approach can be implemented. Agents are implemented as concurrent objects, and multi-agents are implemented as concurrent objects under constraints.

Second, the proposed approach is applied to a transportation scenario. Our strategy is as follows: firstly, we want to move away from the contract net approach due to its limitations. However, we also extend the contract net approach to pass constraints between each other. Secondly, we create a transportation scenario in which various societal notions are related to constraint-based techniques.

4.2 Implementation of CANET

4.2.1 Objects to concurrent objects

The world in which we live is concurrent in the sense that there are multiple active entities; distributed, meaning that there is a distance between entities that yields a propagation delay in communication between them; and open, meaning that the entities and their environments are always changing. Computation can be considered as a simulation of part of the real or an imaginary world.

To solve a simple, small problem, sequential computing is usually sufficient. However, when the problem becomes larger and more realistic, it is much easier to model it as concurrent, distributed, or open computing. For example, if a system has multiple users at a time such as in banking or airline reservation systems, one would model the problem in the form of concurrent or distributed computing.

The notion of concurrent objects is an extremely valuable development. A concurrent object contains a virtual processor. Here one can eliminate the notion of processes, which is necessary in concurrent programming using sequential objects.
Programmers don’t have to describe execution control. Concurrent objects are executed in the same way as in time-sharing systems.

For complex applications, we need a higher level module than a concurrent object for constructing larger systems.

4.2.2 Agent as ‘concurrent objects’ under constraints

An agent is composed of concurrent objects, in the same way as a person is composed of cells living concurrently. An agent is the unit of individual software that interfaces with humans, other agents, and the real world. Each agent has its own goal, and reacts to its environment. The collections of agents form a society. Agent behaviour and agent interaction are seen as constraints. The exchange of information is sent by constraint passing. The knowledge layers are reflected by the Oz objects.

4.2.3 Multi-agents as concurrent objects, agent behaviours, agents interaction as Constraint Satisfaction

Our approach is that a multi-agent system consists of a collection of agents, and can be implemented as concurrent objects. The interaction between agents and the behaviour of an agent are related to constraint-based techniques.

Objects are the primary concurrent structuring concept of Oz. They combine data encapsulation through procedural abstraction with state and mutual exclusion. Objects can be seen as service providing agents. The agent layer is a hierarchy of Oz classes.

Consider an example of how to represent a Truck agent in Oz. The truck agent has attributes such as step of movement, and state. The truck has a unique identification that is represented as a feature in Oz. The Truck agent might have different behavioural aspects such as reverse, move, and so on.
The representation of a class agent is as follows:

```
class Truck attr step:3 state:off feat id
meth reverse
  Step<-1*step
end.
...
```

The user can then create various instances of driver agents with specific id’s.

Different agents can be represented in the above manner. The knowledge layers are also implemented in the same manner.

The interactions between agents are represented as constraints. Suppose in a situation where two goals of a truck agent (speed1, speed2) are the same. That is simply represented as speed1 = speed2.

4.3.4 Suitability of Oz language (now called Mozart system) for CANET applications

The Mozart system provides state-of-art support in two areas: open distributed programming, and constraint-based inference. Mozart implements Oz, a concurrent object-oriented language with dataflow synchronisation.

4.3.4.1 About Oz

Oz is a concurrent object-oriented language. It is based on a new computation model for higher order concurrent constraint programming (CCP) that provides a uniform foundation for functional programming, constraint, and logic programming, and concurrent objects with multiple inheritance. From functional languages, Oz inherits full compositionality, and from logic languages, logic variables and constraints.

Oz supports a number of search strategies, and Oz is a good platform for adding new kinds of search strategies. Searching in Oz is encapsulated and programmable, so it is easy to program, e.g., one solution, best solution, all solutions, and branch and bound strategies.
DFKI Oz is an interactive implementation of Oz featuring a programming interface based on GNU Emacs, a concurrent browser, an object-oriented interface to Tcl/Tk, with powerful interoperability features, an incremental compiler, and support for stand-alone applications. Performance is competitive with commercial Prolog and Lisp systems. Oz is designed as a successor to languages such as Lisp, Prolog, and Smalltalk, which fail to support applications that require concurrency, reactivity, and real-time control.

4.3.4.3 Why Oz?

To implement the CANET approach, we have chosen the Oz language. We will explore various features of Oz in this section.

Oz is based on logic variables and fair concurrent control. Variables can be used before they are assigned values, and multiple computations are advanced fairly. If a computation requires the value of a not yet assigned variable, the computation suspends automatically.

Oz can compute with variables whose values are only partially specified. Information about the values of variables can be specified by means of constraints.

Oz comes with powerful predefined search abstractions, including depth-first one solution, demand driven multiple solution, all solutions, and best solution (branch and bound search).

Oz comes with powerful constraints for variables constrained to finite sets of non-negative integers (so-called finite domain variables), including addition, multiplication, and comparisons.

Objects are the primary concurrent structuring concept of Oz. They combine data encapsulation through procedural abstraction with state and mutual exclusion. The services of an agent are provided through methods and can be requested by sending messages to the object. Objects are created as an instance of classes. Classes define
methods, attributes, and features. The definition of a class may involve inheritance of the classes.

Oz is a higher-order language. Functions, procedures, objects, classes, methods, and modules are created dynamically and are designated by first-class values, which may be passed as arguments.

Oz is well suited for reactive programming with soft real-time requirements. Timers and access to real-time are available. Control with time-outs is easily expressible.

A CANET agent is implemented as concurrent objects, and the behaviour and interaction of an agent are implemented as constraints in Oz.

4.3.4.2 Strengths and limitations of Oz/Mozart

The Mozart programming system is a general-purpose development platform designed to support concurrency, distribution, resource-aware computation, and symbolic computation and inferencing. Mozart implements Oz, providing the abilities of constraint, logic languages. Current research in Mozart includes high-level abstractions for fault tolerance, security, and implementations for devices with restricted resources. The high level representation of Oz enables clean prototyping because it frees the developer from low-level details.

Mozart/Oz system is an excellent tool for research and development of agent-based systems due to the reasons discussed in the preceding section. However, we explore below the limitations of the Oz language.

The Mozart system does not address issues like database connectivity, or web enablement for industrial applications in its current form. Due to the difficulty in implementing persistent objects, recovery from failures is currently not possible.

Oz does not provide a debugger that makes it difficult to trace during the development. Oz is provided with an Emacs interface that has difficulties in moving files.
Oz also does not provide a real-interval constraint system, but allows one to implement interval constraints over real numbers.

**4.3 Towards a constraint network formulation**

4.3.1 Logistics scenario

In the last section, the CANET architecture for complex applications was proposed. The CANET approach is based on the idea of the synthesis of constraints and agents for complex applications.

The aim of this section is to demonstrate the relevance of the CANET approach, the agent model and the interactions discussed in the previous section to a logistics management problem. This would enable us to make a limited comparison with that of Fischer and Kuhn (1993).

4.3.2 Logistics problem

Rittmann (1991) states that more than one third of the trucks in the streets of Europe are driving without goods, since they are on the way to pick up goods or on their way back home. This shows that the actual planning in the transportation domain is far from satisfactory. Due to the distribution of knowledge, resources, authority, and control, due to the complexity of worldwide technology, and due to environmental and economical reasons, there is a necessity for an agent framework for such applications. Within such applications, various knowledge sources need to interact. Interaction concepts such as co-operation, negotiation, task allocation, social laws and so on are introduced. This interaction tends to reflect the agent's social abilities. There are constraints such as precedence, resources, and so on, to consider.

In chapter 1, we discussed briefly the 'transportation problem', and discussed Fischer and Kuhn's (1993) approach. We have argued that the contract net approach is a highly regulated and ordered society of agents at successive levels of hierarchy having less and less autonomy: this is more like a rigid structure with only a consideration to cost rather than a society of companies involved in fierce competition. The
simulation does not address issues like preferences of drivers, specialisation of drivers, and various conflicts, dynamic environments in which an agent may not possess knowledge about other agents, and may have changeable goals, and be subject to interruption from external events. We have also argued that within the completely decentralised model, the manager is actually surplus to requirements.

4.3.3 The relevance of constraints, agents for logistics applications

AI/DAI approaches appear well suited to tackle such a scenario. First, there is the complexity of the scheduling problem. Second, common-sense knowledge (e.g., topological, temporal, and expert knowledge) is necessary to tackle such problems. Third, local knowledge about the capabilities of a Transportation Company as well as knowledge about competitive companies massively influences the solutions.

4.4 CANET experiments

In this section, experiments have been carried out to satisfy our hypothesis that the behaviour of an agent and the interaction between agents can be related to constraint-based mechanisms. In Chapter 1, we have listed the limitations of Fischer and Kuhn's (1993) approach. We will address most of the limitations within this section.

The scope of this scenario is extended to Fischer and Kuhn's (1993) in the following manner. We simulate interaction between the similar agents (i.e. drivers), simulate preferences, and external (dynamic) interaction.

Within the scenario, trucks move from one city to another to deliver goods. The agents within such application have various reactive, reasoning, and social abilities.

The main objective of the experiment is to simulate the interaction between agents. The agents that participate in the scenario are the broker, transportation companies, driver, and truck agents. Constraint interactions are addressed. In particular, constraint communication between agents is explored.
4.4.1 Constraint-based contract net, communication as constraint passing

Smith (1977) introduced the contract net approach. In a contract net, a certain task may be given to a society of agents. A special agent, the manager, receives that task and possibly divides it into subtasks. The manager then broadcasts to all eligible agents. These eligible agents calculate the cost of performing the task and report to the manager. The manager selects the best one and a deal is struck between them. Communication between agents within the contract net is via message passing.

Within this section, an extended constraint-based contract net approach is firstly presented for a transportation application. The approach differs from Fischer and Kuhn in the sense that the communication variable is not just treated as variable but as a constraint. That has interesting effects. For example, within the transportation simulation, companies and drivers are able to communicate not just numbers, but a constraint. Examples of communication include: $X_{cost} = 105.5$; $Y_{cost}=104$; $Z_{cost} = 'message'$; $I_{cost}=[23 34 56]$; and $J_{cost}= \{\text{Min } 23 34\}$, where $X_{cost}$, $Y_{cost}$, $Z_{cost}$, $I_{cost}$, and $J_{cost}$ are the communication constraints.

The main objective of this experiment is to simulate constraint communication between agents.

4.4.2 Social laws as hard constraints, co-operation, co-ordination as constraint passing

The aim of the experiments is to explore horizontal interaction, social laws, co-operation, and co-ordination. Unlike the contract net approach that was developed at DFKI, there were no horizontal interactions between agents.

Within the following scenario, there are three trucks $T_1$, $T_2$, and $T_3$. The truck agents move from one location to another. The aim is to co-ordinate/co-operate their movements based on their individual speed, and their relative speeds. It is interesting to note the idea of co-operation discussed in multi-agent systems, and co-ordination discussed within Distributed Problem Solving (DPS), both constraints within the CANET approach. By adding the constraints in a sequential manner, appropriate
behaviour is obtained. Within this scenario, external users can set the constraints. The behaviours of agents are as follows: setSpeed, communication, and travel.

Adding the following three constraints allows the agents T1, T2, and T3 to expect a speed value X, Y, and Z to be provided:

\{T1 \text{setSpeed}(X)\}; \{T2 \text{setSpeed}(Y)\}; \{T3 \text{setSpeed}(Z)\}

Possible options are as follows:

X = 30; Y = 40; Z = 50.

Adding the above constraints allows the truck to move in an autonomous manner.

In the following instructions, we demonstrate that it is possible to communicate constraints:

\{T3 \text{communication}(\text{stop})\}; \{T2 \text{communication}(\text{reverse})\}; \{T1 \text{communication}([\text{Min} \text{50 49 }$])\}
\{T1 \text{setSpeed}(N1+N2)\} N1=23 N2=34

In the following scenario, the agent’s goals are co-ordinated/co-operated by constraints:

Let the goals of T1, T2, and T3 be X, Y, and Z respectively. The relationship between goals are listed below:

\{T1 \text{setSpeed}(X)\}, \{T2 \text{setSpeed}(Y)\}, \{T3 \text{setSpeed}(Z)\}; X = Y + Z; X = 2Y; X > :45

We intend to remove the number of interactions such as co-operation by negotiation, or by other means, by giving consideration to social laws. A law may be seen as a rule of conduct put down by a controlling authority to a society of agents. Our research interest lies in that of constraints to describe the phenomena. Social laws may be addressed in very complex applications such as in a logistic management scenario.
We consider an example in which two Trucks agents may be present. Let them be T1 and T2 and let us say that their movements may need to be co-ordinated:

\{T1 \text{ speed (S1)}\}
\{T2 \text{ speed (S2)}\}

The effect of the constraints is seen on the movements of trucks. Within the experiment carried out, it is possible to select the trucks to double or halve their speed, set different speeds to different trucks, give different speed limits on different days and so on. It is possible to specify some incomplete information to the speeds and so on. If the speed of T1 is twice of that of T2, then such constraint is described below:

\[
S1 = 2*S2;
\]

A user or a central authority can introduce social laws such as by adding a constraint that SPEEDLIMIT <= 50, and assigning various goals of an agent such as \(S1 = S2\) SPEEDLIMIT. Due to the propagation of constraints, the range of speed is forced to be less than 50. From a constraint-based point of view, social laws are implemented hard constraints that cannot be relaxed.

Using trucks as agents, we have shown that it is possible to co-ordinate agents at the same level, which demonstrates that agents at the same level may be co-ordinated by a constraint based approach. The aim of this experiment is to achieve co-ordination between agents at the same level, for example, in an existing framework such as a contract net for horizontal co-operation.

The advantage is that one could simply accommodate horizontal co-operation between agents. This has far reaching implications. Unlike the approach implemented by Fisher and Kuhn for a transportation domain, one could consider not only interaction between agents at different hierarchy levels but also between agents at the same level.
4.4.3 Task allocations as constraint satisfaction

Consider the transportation domain that was discussed extensively by Fischer and Kuhn (1993), stated as a contract net problem. We treat the problem as a problem involving a group of agents organised through the extended contract net. Task allocation between agents may be seen as matching capabilities of agents and tasks. There are a number of trucks ($T_1, T_2, \ldots, T_n$), and a number of drivers ($D_1, D_2, \ldots, D_m$) that can carry a range of goods, including animals and so on. These trucks belong to different companies (Ama, Cala, Ola, etc.) and the drivers that drive the trucks have also indicated a preference over when they would prefer to drive, morning or afternoon etc. ‘Animals’ can only be transported during the day, and ‘oil’ can only be shipped during the night, due to safety issues.

We intend to discuss the problem in terms of preferences rather than a centralised mechanism. To demonstrate the approach, we started by listing the preferences of agents in terms of constraints. For examples, certain trucks for certain goods, certain drivers for certain goods, certain products at certain times and so on.

The overall aim is to consider all the constraints and allow a search strategy to satisfy these. The result of the task allocation process is computed through a constraint network. The aim of the experiment is to satisfy all constraints. This is achieved by means of a constraint search mechanism.

The proposed approach is quite flexible in the sense that most constraints can be dealt with. There is no fixed organisational structure required such as hierarchical or decentralised. Due to the use of constraints, correctness is guaranteed theoretically.

There are trucks ranging from 1 to 5, where 1 is the first, and 5 is the last truck in the order. There are 25 different properties, and each of these properties must hold for exactly one truck. The aim is to assign values such that all constraints are satisfied.

Drivers = [D1, D2, D3, D4, and D5]
Company Names = [BAMA, CALA, OLA, AMA, PALA]
Time = [Morning, Evening, EarlyMorning, Afternoon, Night]
Goods = [Biological, Chemical, Oil, Animal]
Trucks = [T1, T2, T3, T4, T5]

These and other constraints were coded as Oz instructions (see Table 17); these constraints are important preliminaries for task allocation. A front end was written in Oz, which allowed a user to describe his or her ‘transportation’ requirements, and the program computed the deployment of trucks. Drivers are scheduled according to what time of day each of the trucks leave: in effect our constraint-based program allocated tasks.

Table 17: Constraints and instructions in the task allocation process

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Oz instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certain goods can be carried at certain time</td>
<td>Oil = Night</td>
</tr>
<tr>
<td><em>Oil may be transported at night, and biological may transported in evening</em></td>
<td>Biological = Evening</td>
</tr>
<tr>
<td>The preference and dislikes of agents</td>
<td>Driver2 = Night</td>
</tr>
<tr>
<td><em>Driver 2 does not want to work at night</em></td>
<td></td>
</tr>
<tr>
<td>Possible conflict</td>
<td>Truck2 = Oil</td>
</tr>
<tr>
<td><em>Truck 2 should not be loaded with oil</em></td>
<td></td>
</tr>
<tr>
<td>Companies specialising in transporting certain goods</td>
<td>Bama = Biological, Cala = Chemical, Ama = Animals, Ola = Oil, Miscellaneous = Pala</td>
</tr>
<tr>
<td>Drivers specialist in driving with goods/companies</td>
<td>D1 = Oil, D2 = Ama</td>
</tr>
<tr>
<td>Restrictions on the transit times of certain products</td>
<td>Or Morning = Animal [] EarlyMorning = Animal</td>
</tr>
<tr>
<td>Truck ordering</td>
<td>Animal = Biological + 1</td>
</tr>
<tr>
<td><em>The truck ordering can be in terms of goods they carry</em></td>
<td>Chemical = Animal +1</td>
</tr>
<tr>
<td></td>
<td>Oil = Chemical + 1</td>
</tr>
<tr>
<td></td>
<td>Physical = Oil + 1</td>
</tr>
<tr>
<td>Options</td>
<td>OR D5 = Ama –1 [ ] D5 = Ama + 1</td>
</tr>
</tbody>
</table>

Figure 12 illustrates the results of the task allocation scenario.
Figure 12: Result of task allocation simulation

The result of the simulation through a constraint network is depicted in the following Table 18.

Table 18: The results of the task allocation

<table>
<thead>
<tr>
<th>Truck #</th>
<th>Driver #</th>
<th>Goods</th>
<th>Company</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>Biological</td>
<td>Bama</td>
<td>Evening</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Animal</td>
<td>Ama</td>
<td>Morning</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>Chemical</td>
<td>Cala</td>
<td>Early Morning</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>Oil</td>
<td>Ola</td>
<td>Night</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>Miscellaneous</td>
<td>Pala</td>
<td>Afternoon</td>
</tr>
</tbody>
</table>

4.4.4 Constraints network and task scheduling

We have thus far argued about constraints that were descriptive in nature and static in the way we specified these constraints. These included the preferences of a driver, the kinds of goods that can be carried on some trucks (and not others) and at certain specific times only. In a real world scenario such static descriptions have to be augmented with considerations on how long it takes an agent to match the task to be executed, as the agents may not have enough time to execute the task or may not be in the right place to do so. Such problems, related as they are directly or indirectly to
reasoning about space and time, have to be solved by the so-called broker agents in a contract net protocol society of agents. The use of the constraints network approach to the problems of the availability of agents at the right time and in the right place can be discussed much more transparently than, say, in a discussion of a contract net.

The following example is presented to illustrate how a group of agents may be assigned a series of tasks, some of which may require the execution of certain pre-requisites, where some or all of the tasks have to be executed within a time limit. Consider three agents (d1, d2, ... d3) who amongst themselves have to perform various tasks ({x1, ...} {y1,...}...), each task taking a fixed amount of time to execute. Furthermore, although there is no restriction on which of the tasks x, y, or z, has to be executed first, the only constraint is that tasks are to be executed such that x1 is executed before x2, and that x2 is executed before the x3 (similar arguments hold for y and z). The following is the description of the duration of each task together with the agent involved in the execution of the task.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Tasks</th>
<th>Duration</th>
<th>Predecessor</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1</td>
<td>x1</td>
<td>3</td>
<td>x2, x3</td>
</tr>
<tr>
<td></td>
<td>x3</td>
<td>2</td>
<td>none</td>
</tr>
<tr>
<td></td>
<td>y1</td>
<td>3</td>
<td>y2, y3</td>
</tr>
<tr>
<td></td>
<td>z2</td>
<td>2</td>
<td>z3</td>
</tr>
<tr>
<td>d2</td>
<td>x2</td>
<td>2</td>
<td>x3</td>
</tr>
<tr>
<td></td>
<td>y2</td>
<td>2</td>
<td>y3</td>
</tr>
<tr>
<td>d3</td>
<td>y3</td>
<td>5</td>
<td>none</td>
</tr>
<tr>
<td></td>
<td>z1</td>
<td>3</td>
<td>z2, z3</td>
</tr>
<tr>
<td></td>
<td>z3</td>
<td>4</td>
<td>none</td>
</tr>
</tbody>
</table>

The model introduces for each task a variable which stands for the start time of the task. The end time of each task is its start time and duration. For the time origin, 0 is assumed. The obvious upper bound is the sum of the duration of all tasks.

From the predecessor relation, it is possible to obtain precedence constraints. That can be generalised as: Start.Pred + Dur.Pred =<: Start.Task
The problem specification which is a direct implementation of Table 19 is given below to deliver goods:

\[
\text{Goods} = \text{goods(tasks:}\{\text{x1(dur:3 res:d1)} \\
\text{x3(dur:2 res:d1)} \\
\text{y1(dur:3 res:d1)} \\
\text{z2 (dur:2 res:d1)} \\
\text{x2 (dur:2 res:d2)} \\
\text{y2 (dur:2 res:d2)} \\
\text{y3 (dur:5 res:d2)} \\
\text{z1 (dur:3 res:d3)} \\
\text{z3 (dur:4 res:d3)}\})
\]

The scheduling program uses a procedure to compute duration and start records from the specification satisfying all precedence constraints, and assigning start times. The results of the scheduling between agents are shown in Fig 13.

![Figure 13: Task scheduling with consideration to time constraints](image-url)
4.4.5 Negotiation as constraint relaxation for conflict resolution

We now consider an overconstrained problem for which it is impossible to satisfy all constraints. The problem specification will distinguish between primary and secondary constraints, and the goal is to find a solution that satisfies all primary constraints and as many secondary constraints as possible.

4.4.5.1 A preference for maximal constraints

The following example is presented to demonstrate the approach of maximal constraints satisfied. Consider five drivers C1, C2, C3, C4, and C5, which amongst them have to co-operate to achieve tasks. Due to the nature of the business, each of them is assigned to work with two drivers. However, drivers are allowed to specify as many preferences of partners as possible. In this example, six preferences are given:

Preferences = [C1#C2, C3#C4, C4#C5, C5#C1, C2#C3, C1#C3]
Drivers = [C1 C2 C3 C4 C5]

Where C1#C2, C2#C3 states that C1 prefers to co-operate with C2 whereas C2 prefers to co-operate to C3.

The model has a variable Cp for every person, where p stands for the order p takes in the drivers' alignment. Since there are exactly 5 persons, we have Cp € 1#5 for every person p. We have Cp <-> Cq for every p, q are different drivers. The model has a variable Si € 0#1 for each of the 6 preferences, where Si = 1 if and only if the ith preference is satisfied. To express the constraint, we constrain the control variable S of a preference “driver p wants to co-operate with driver q” by means of the reified constraint:

$$(|C_p - C_q| = 1 <-> S = 1) \land S \in 0#1$$

Finally, there is a variable Satisfaction = S1 + ... + S6 denoting the number of satisfied preferences. We need to find a solution that maximises the value of satisfaction.
The result of the simulation is shown in Table 20. The best result is the satisfaction of 5 preferences, and the constraint C1#C3 (C1 wants to co-operate with C3) was not satisfied.

Table 20: The result includes the number of preferences satisfied, the agents who co-operate, and the constraints not satisfied

<table>
<thead>
<tr>
<th>Preferences satisfied</th>
<th>Agents to co-operate</th>
<th>Constraints not satisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>C1 C2 C3 C4 C5</td>
<td>C1#C3</td>
</tr>
<tr>
<td></td>
<td>Means</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 with C2, C5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 with C1, C3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3 with C2, C4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4 with C3, C5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C5 with C4, C1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>C1 C2 C3 C4 C5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 C3 C2 C4 C5</td>
<td>C5#C1, C2#C3</td>
</tr>
<tr>
<td></td>
<td>C3 C1 C2 C5 C4</td>
<td>C1#C2, C3#C4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2#C3, C5#C1</td>
</tr>
</tbody>
</table>

4.4.5.2 The sum of preferences of agent

Unlike the previous approach, which is restrictive, we are assigning preferences for agents or for constraints. The approach is preferences-based in the sense that either the preferences of agents are all treated equally or agents themselves may be assigned some preferences values and the maximum preferences can be preferred and so on.

The following example is presented to demonstrate the approach of the sum of preferences of agents. Consider five drivers C1, C2, C3, C4, and C5 who amongst them have to co-operate to achieve tasks. As mentioned above, due to the nature of the business, each of them is forced to work with two drivers. In this example, six preferences are given:

Preferences = [C1#C2 C3#C4 C4#C5 C5#C1 C2#C3 C1#C3]
Drivers = [C1 C2 C3 C4 C5]
Attribute = [5 4 3 2 1]

Where C1#C2, C2#C3... states that C1 prefers to co-operate with C2 whereas C2 prefers to co-operate with C3.
However, unlike the previous strategy, the agents themselves are given certain priority values that will be taken into consideration. The attributes of agent preferences are listed in Table 21. There is a constraint that the maximum sum of agent attributes should not be greater than 14.

The approach is similar to the previous approach but instead of calculating the maximal satisfaction, we need to consider the sum of preferences of agents.

Table 21: The agent preference

<table>
<thead>
<tr>
<th>Agent</th>
<th>Preference attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>5</td>
</tr>
<tr>
<td>C2</td>
<td>4</td>
</tr>
<tr>
<td>C3</td>
<td>3</td>
</tr>
<tr>
<td>C4</td>
<td>2</td>
</tr>
<tr>
<td>C5</td>
<td>1</td>
</tr>
</tbody>
</table>

The result of the simulation is shown in Table 22, where the first column describes the number of preferences satisfied. The second column depicts the total preferences of values assigned to agents. In the last column, the constraint satisfied with agent preferences is listed.

Table 22: Conflict resolution using sum of preferences

<table>
<thead>
<tr>
<th>Preferences satisfied</th>
<th>Sum of agents preferences</th>
<th>Agents to co-operate</th>
<th>Constraints and agent preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>15</td>
<td>C2 C1 C3 C4 C3</td>
<td>C1#C2(5), C3#C4(3), C4#C5(2), C5#C1(1), C2#C3(4)</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>C2 C1 C3 C4 C5</td>
<td>C1#C2(5), C1#C3(5), C3#C4(3), C4#C5(2)</td>
</tr>
<tr>
<td>3, 2, 1</td>
<td>15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5 Analysis of results

We have implemented CANET architecture to create a society of agents in Oz language for a logistics application. We have implemented agents as concurrent objects, and the multi-agent systems as concurrent objects under constraints. We have carried out experiments to satisfy the approach using constraint-based methods to
introduce an abstraction that can be used to articulate how the agents communicate, co-operate, negotiate, and how social laws are to be introduced.

First, we have extended the contract net approach in which communication between agents is implemented as constraint passing. That differs from the traditional message passing of Fischer and Kuhn (1993) for the logistics application. Constraint communication allows the agents to communicate partial information, numbers, messages, range of values, and so on.

Second, we have simulated the agency within the logistics scenario in which co-operation/co-ordination is treated as constraint passing. Negotiation is treated as constraint relaxation. Social laws are treated as constraints. Task allocation between agents is seen as constraint satisfaction. Task scheduling is also addressed with consideration to time.

Based on the simulation, Tables 23 and 24 depict the behavioural and reasoning capabilities of an agent for the transportation scenario.

Table 23: The behaviour capabilities of agents

<table>
<thead>
<tr>
<th>Agents</th>
<th>Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broker agent</td>
<td>AddCo, getCos, remCo, addDriver, remDriver, addHazard, remHazard, getCars, addCar, remCar, addDriver, remDriver, addTruck, remTruck, addMap, announce, and so on.</td>
</tr>
<tr>
<td>Transportation companies</td>
<td>init, announce, addCity</td>
</tr>
<tr>
<td>Driver agent</td>
<td>init, announce</td>
</tr>
<tr>
<td>Trucks agent</td>
<td>init, move, toggle, route, change,...</td>
</tr>
<tr>
<td>Track agent</td>
<td>AddHazard, remHazard</td>
</tr>
<tr>
<td>Mediator agent</td>
<td>init, potentialHazard</td>
</tr>
</tbody>
</table>

(Note that rem stands for ‘remove’, and init for ‘initiation’)
Table 24: Agent reasoning

<table>
<thead>
<tr>
<th>Agents</th>
<th>Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broker agent</td>
<td>Decision making about contracts</td>
</tr>
<tr>
<td>Transportation companies</td>
<td>Select the minimum priced drivers</td>
</tr>
<tr>
<td>Driver agent</td>
<td>Plan to achieve goals</td>
</tr>
<tr>
<td>Trucks agent</td>
<td>No reasoning</td>
</tr>
<tr>
<td>Mediator agent</td>
<td>Decision making about path interferences via constraint reasoning</td>
</tr>
</tbody>
</table>

Table 25 illustrates the agents, role, tasks, and methods used in the transportation domain.

Table 25: The agents, role, tasks, methods used in the transportation domain

<table>
<thead>
<tr>
<th>Agent(s)</th>
<th>Task</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brokers</td>
<td>Deliver tasks to companies, Select minimum priced company</td>
<td>init, add(companies), rem(companies), get(companies), add(driver), rem(driver).</td>
</tr>
<tr>
<td>Companies</td>
<td>Deliver tasks to drivers, Select minimum priced drivers</td>
<td>announce, addcity, init</td>
</tr>
<tr>
<td>Drivers</td>
<td>Compute the cost for tasks, Plan, control of driver agents</td>
<td>announce, init(Window), init(create the truck, controller)</td>
</tr>
<tr>
<td>Trucks</td>
<td></td>
<td>init, drive, move, route</td>
</tr>
</tbody>
</table>
5. Conclusions and future directions

5.1 Introduction

We have set out the research problem in section 1.2. Chapter 2’s literature review on intelligent agents starts putting the pieces together towards understanding the current state of the art, but shows that some research has to be done to discuss agent interaction. Then chapters 3 and 4 describe the path to achieve the objectives. In this chapter, we summarise the end of chapter 2 and explain our perspective.

This thesis has been concerned with the problem of tools for modelling and simulation, and of the constraints at various levels of application. As described in chapter 1, the requirement for tools is important, since not only does the interaction between entities depend on various constraints but input-compute-output of ‘safe’ simulation has to be achieved. The approach presented in this thesis for investigating the behaviour and interactions of agents has been to use a combination of agent-based systems with constraint-based techniques to provide new insights to the modelling and simulation. The aim of this work has been to use improved understanding of agent behaviours and interactions to provide either a new technique for simulating interactions or to improve upon methods of interaction.

5.2 Conclusions about research questions or hypothesis

In this section, we discuss findings for each research question summarised from chapter 4 and explained within the context of this and prior research examined in chapter 2; for example, with which of the researchers discussed in chapter 2 does this research agree or disagree, and why? Disagreement suggests that the research is making a contribution to knowledge.

5.2.1 Comparisons of CANET with Fischer and Kuhn (1993)

In section 1.3.4, we have discussed Fischer and Kuhn’s approach for a transportation application, and have identified various limitations. Now we will evaluate the CANET approach for such scenarios.
The contract net approach is a highly regulated and ordered society of agents that does not reflect reality. It is difficult to accommodate various preferences of agents. Within CANET, the structure is based on relations. Unlike the contract net approach in which the manager has too much responsibility, the CANET approach puts emphasis on satisfaction of constraints of agents.

Communication between agents tends to be message passing within the contract net approach. That has limitations in passing partial information between agents. The CANET approach, on the other hand, allows the agents to communicate partial information in an incremental manner.

Co-operation/co-ordination between agents is via contract net with Fischer and Kuhn (1993). That does not allow horizontal co-operation between trucks. We have simulated a truck scenario, in which we have demonstrated that agents can be able to co-operate by specifying constraints on goals.

Social laws are not addressed within Fischer and Kuhn's approach. Common laws within multi-agent settings for solving problems are not addressed. That would remove the necessity of hardcoding laws to different agents within the application. We have simulated a scenario in which we have introduced social laws as constraints.

Task decomposition and allocation is also via contract net within Fischer and Kuhn's approach. The manager always chooses the cheapest offer in selecting the agents. The approach is very hierarchical. We have demonstrated task decomposition and allocation as a constraint satisfaction problem.

Negotiation is addressed via contract net within Fischer and Kuhn's approach. Within the simulation, negotiation is not really discussed in the sense that the manager always selects the cheaper cost. There are no negotiations between the agents at the same levels. We have demonstrated negotiation as constraint relaxation based on either preference for maximal constraints, or sum of preference of agents.

Various constraints that are applicable such as precedence, resource, and temporal are not addressed by Fischer and Kuhn. We have shown that task scheduling can be
carried out by giving considerations to constraints such as precedence, resource, and temporal.

Learning and evolving of driver agents are not addressed. We have not carried out experiments to explore learning, or the evolution of agents. However, we believe that the constraint-based techniques can be used for learning and evolution.

The CANET approach is much easier to program for applications in the sense that the agency is programmed simply as constraints. There are no hard coded approaches to program various interactions. The CANET scripts are faster than Prolog's depth-first search mechanism, and an efficient constraint search approach is used for planning, and task allocation. The CANET approach provides an easier way to represent knowledge as constraints, and the programs are, in general, very short.

We have demonstrated that the existing agent framework, such as a contract net, can benefit from constraint passing in the sense that a traditional message passing mechanism is replaced by constraint passing. The findings in section 4 confirm this. The benefits of constraint-based approaches include no centralised control; knowledge is easy to express, and correctness is guaranteed theoretically.

Table 26: Comparisons between the CANET approach and Fischer and Kuhn (1993).

<table>
<thead>
<tr>
<th>Properties</th>
<th>Fischer and Kuhn's (1993)</th>
<th>CANET approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Message passing</td>
<td>Constraint passing</td>
</tr>
<tr>
<td>Co-operation, Co-ordination</td>
<td>Contract Net</td>
<td>Constraint propagation</td>
</tr>
<tr>
<td>Negotiation</td>
<td>Contract Net</td>
<td>Constraint relaxation</td>
</tr>
<tr>
<td>Task allocation</td>
<td>Contract Net</td>
<td>Constraint Satisfaction Problem</td>
</tr>
<tr>
<td>Social laws</td>
<td>None</td>
<td>Hard constraints</td>
</tr>
</tbody>
</table>

Table 26 shows the comparison between the proposed approach and Fisher and Kuhn (1993).
5.2.2 CANET 'Society of agents'

The CANET 'Society of agents' are based on the assumption that is "Everything is connected". The CANET agents are not organised in a hierarchical structure as in contract net but based on relations to achieve a decentralised framework. Agents communicate between each other not just via messages but also by constraints. That allows the agent to communicate partial information in an incremental manner. The behaviour of an agent may be constrained. The planning capability of an agent is seen as constraint search. Co-operation is seen as constraint passing. Negotiation is treated as constraint relaxation. External users may introduce certain social laws that cannot be relaxed. Belief, knowledge, desire, and the goal of an agent are all treated as constraints.

CANET agents are seen as fully committed to tasks. CANET agents are receptive to external stimuli for unexpected scenarios, can plan to works complex goals, co-operate and negotiate between each other, follow social laws. CANET agents may be extended to include emotion (Bates 1990), learning, and evolution. Concerning learning, the connection between neurons can be interpreted as constraints. Concerning evolution, there are technologies such as Simulated annealing, and Genetic algorithms within which cost function can be interpreted as constraints. Concerning emotion, various states such as 'happy' can be defined and treated as constraints.

To address the limitations of deliberate and non-deliberate architectures discussed in chapter 2, we have proposed the CANET approach that combines both reactive and planning layers. The CANET approach may be seen as a hybrid approach. However, the main criticisms of hybrid agents are that hybridism translates to ad hoc or unprincipled designs; hybrid architectures tend to be application specific; and theory that underpins hybrid system is not usually specified. The CANET approach is achieved by using constraint logic as a underlying theory for agent behaviours, and agent interactions.
In the DAI literature, various interactions are discussed such as co-operation, negotiation, task allocation, and so on. Traditional research tends to focus on either co-operation, or social law, and so on. Our view is that most of the interactions can be related to constraint-based mechanisms, and an agent performs various interactions at various circumstances. This facilitates in dealing with various interactions in the sense that a constraint-agent approach may be seen as an umbrella term, and is sufficient to simulate various interactions. The approach can be seen as unifying various existing interaction strategies. The unification in addition allows one to explore new areas such as self-organisation within an agent-constraint research map.

5.3 Conclusions about the research problem

In this section, the implications of our research towards further understanding of the research problem are explored. This section examines qualitative research that was not considered in the literature reviewed in chapter 2. The contribution of the research to the body of knowledge is clearly expressed. In this section, we include a summary listing of the contributions of the research together with justification. The contribution to parent disciplines, and other disciplines is outlined in the following section.

Our findings illustrate that the behaviour of an agent and the interactions between agents can be related to constraint-based mechanisms.

A summary list of the contributions of the research is as follows: First, we have provided a CANET (Constraint-based multi-Agent NETwork) approach for complex applications. Second, we have presented various societal notions, and proposed a constraint-based view of interactions. Third, we have extended the contract net approach by incorporating constraint passing within the framework. Fourth, we have presented in chapter 4 a series of experimental results to demonstrate the behaviour of an agent, and interactions can be related to constraint-based techniques for applications.
5.4 Implications for the theory

In this section, the full picture of the research findings within the body of knowledge is discussed. Theoretical implication of the research in its immediate field and wider body of knowledge is discussed.

Based on the theory, the model discussed in chapter 2, which is contract net, needs to be modified to be classified as a constraint-based contract net. Similarly, we argue various existing approaches can be converted to constraint-based ones.

The CANET methodology for analysing complex applications is very appealing. The approach is easy and can be applied widely. This CANET visualisation of modelling and simulation is appealing and the representation and reasoning of an agent and agent interactions are very efficient. The CANET approach allows one to simulate a society of agents.

A transportation scenario was simulated. Within the scenario, various agents such as broker, transportation companies, drivers, and trucks and so on, interact with each other by means of communication, co-operation, task allocation, and so on to deliver goods from one location to another. These interactions are based on constraint-based techniques. The advantage of this approach is that within this application, behaviours of an agent, such as scheduling, are related to constraint-based techniques.

Within the scenario, constraint communication was explored. This allows the agents to communicate not only just numbers but lists of numbers, partial information, programs, and so on. This agent interaction through a constraint store is also very appealing. The intention of an agent is seen as propagating constraints to the store.

Constraints are also used to co-ordinate the activities of various agents. This allows one to consider various constraints such as days, speed, and actions, planning and so on to achieve common goals. This approach is relevant to real-time applications. Agents in addition are required to express their preferences, dislikes and so on. The approach models real-world situations with consideration to hazards and so on.
Constraint co-operation was explored. The idea was that the interactions between various constraints filter out the solution. This can be applied in situations where agents or experts interact between each other their knowledge, resources, authority, and control.

5.5 Implications for further research

Notions such as learning, and emotion can be implemented in the CANET approach in the sense that those concepts can be related to constraint-based techniques.

We started the thesis by talking about the simulation of complex physical systems. We have highlighted the aspects of agency that might be simulated using a constraints-based approach. Such an approach is of considerable use at two levels.

First, a model itself is an implicit statement of how parts of a physical system work coherently with each other to manifest the phenomena they do. Therefore, the rules for selecting the input of such a model may be expressed, for example, as plans, as frames and so on.

Similarly, a constraint network can be used for a knowledge base that helps in the interpretation of the output of the simulation: a constraint network can not only be used for maintaining truth during the reasoning process but can also be used to guide a novice user. Roughly similar arguments can be applied to the discussion about the limits and scope of a given simulation model and how such things can be articulated using constraints.

Second, components of a large simulation model can be regarded as expressions of constraints within the real world. Again such constraints are implicitly described such as the interaction of a number of data sets, simulation engines and so forth. A constraints based approach can help in the articulation of the underlying dynamics of the model through the explication of the constraints that exist between large components of a given system.

As discussed in chapter 1.2, further research can be carried out to remove the limitations. Merge and de-merge of agents from the field of business can be explored.
This allows agents to merge and dé-merge with the situations. An experiment was also carried out to see how the abilities of a society might be enhanced. A simulation of a society of trucks showed this. The method is appealing in that it can include new behaviours for agents to existing systems. This will continue as a research area for the evolution of an agent. Further, finite domain constraint examples are provided. There is a potential to incorporate research progress in the field of constraint satisfaction and DAI.

The proposed approach has implications in the parent field of DAI. Knowledge representation and reasoning in machines, theories of actions, search, planning, and pattern recognition can be evaluated to a constraint-agent framework.

There are other implications in related fields:

- Mathematics (differential equations, operational research problems can be treated as a Constraint Satisfaction Problems, and agents can be used to co-ordinate the computation of different topics);
- Physics (the conception of action, concept of constraint, distributed systems such as multi-particle motion, gases, liquids, and magnetism);
- Philosophy (agency in philosophy of mind, functioning of the universe);
- Sociology (social interactions such as co-operation, negotiation);
- Economics (group behaviour);
- Psychology (emotion, cognition, social structures, and processes).

A concrete example of where we wish to use an agent-based simulation that is based on constraints network is described.

The current research is part of the Safe-DIS project. The objective of the Safe-DIS project is to emphasise the role of Information Systems in making safety-related information available to design engineers in a timely and efficient manner.
The Safe-DIS workbench serves as a research development environment and as a prototype of the final system. The tool allows access to one of the major simulation networks in drainage, HYDROWORKS produced by Wallingford Software, and it supplements textual knowledge by providing access to problem-specific engineering knowledge within the corpus of texts that is relevant to the discipline.

The animation mechanisms have been developed under the Safe-DIS workbench (see Figure 14); the latest version of which is the front-end to a machine-assisted modelling facility, text analysis and management tools, with World Wide Web connections to various water and safety related resources, and termbanks.

This research into agents may be applicable to Safe-DIS in the light of the many diverse information sources which need to be managed during design, e.g. texts, rulebases, modelling tools, etc. The agents are useful in analysing the inputs from diverse sources, in interpreting results, in helping the model building process, and so on. Agents may be used in monitoring the values of parameters such as Tank level, which then inform other agents, and/or trigger some actions. The potential candidate agents are input analysis agents, result interpretation agents, model building agents, model verification agents, textual agents and knowledge assistants.
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