Pulsed-laser-induced nanoscale island formation in thin metal-on-oxide films
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The mechanisms controlling the nanostructuring of thin metal-on-oxide films by nanosecond pulsed excimer lasers are investigated. When permitted by the interfacial energetics, the breakup of the metal film into nanoscale islands is observed. A range of metals (Au, Ag, Mo, Ni, Ti, and Zn) with differing physical and thermodynamic properties, and differing tendencies for oxide formation, are investigated. The nature of the interfacial metal-substrate interaction, the thermal conductivity of the substrate, and the initial thickness of the metal film are all shown to be of importance when discussing the mechanism for nanoscale island formation under high fluence irradiation. It is postulated that the resulting nanoparticle size distribution is influenced by the surface roughness of the initial film and the Rayleigh instability criterion. The results obtained are compared with simulations of the heat transfer through the film in order to further elucidate the mechanisms. The results are expected to be applicable to the laser induced melting of a large range of different materials, where poor wetting of substrate by the liquid phase is observed.
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I. INTRODUCTION

Due to the short pulse duration and high power density of the excimer lasers, they can be used to rapidly introduce significant amounts of heat into a solid. The ablation, melting, and fast recrystallization produced by laser irradiation are processes which are widely exploited for a multitude of materials processing techniques. One such application is the crystallization of amorphous Si. In addition, the effect of short pulse laser irradiation on metals is important for understanding material processing techniques such as laser machining and welding, and for obtaining high-temperature thermophysical data. The rapid heating and subsequent phase transitions that occur during short pulse irradiation can be complex, and have been the subject of theoretical and experimental investigations. However, the majority of these studies of laser irradiation of materials concentrate on the surface melting and ablation of thick films and do not consider the effect of the material-substrate interaction.

Once a thin film is molten, instability driven breakup into droplets may be expected if the liquid phase poorly wets the substrate. This is similar to the island formation observed during the thermal annealing of thin metal films, such as Ni. Here a weak interaction between the metal and the oxide layer results in a low activation energy barrier for metal migration, even at temperatures well below the melting point of the metal. In thin film deposition the growth of nanostructured surfaces depends on the growth mode. Layer-by-layer or two-dimensional (2D) growth is called the Frank–Van der Merwe mode, 3D island growth occurs in the so-called Volmer-Weber mode, and initial 2D growth of a few monolayers thick wetting layer, followed by 3D growth, is referred to as the Stranski-Krastanow mode. The growth mode that occurs is influenced by the relative weight of the free enthalpy of the substrate surface, that of the surface of the film, and of the interface between the film and the substrate. Similarly, during the thermal annealing of thin films, the morphological stability and fragmentation dynamics are also controlled by the free enthalpy. For very thin metal films on oxide surfaces, where the metal does not react readily with the oxide, this break up during thermal annealing allows the self-assembly of supported nanoparticle arrays. Here, the enthalpy of formation of the metal oxide is a critical parameter determining the relaxation dynamics, but are similar effects expected during the short pulse laser melting of thin metal-on-oxide films?

Nanoparticle systems currently attract considerable interest from both academia and industry, due to their interesting and diverse properties, which deviate from those of the bulk. Metal nanoparticles and other metal nanostructures are the basic building blocks in photonics research and it is expected that magnetic nanoparticles will have a dramatic impact on high density magnetic recording and radar-absorbing composite applications. Transition metal nanoparticles, such as Ni, Co, Fe, and Au are of considerable importance for the catalytic growth of nanostructures including carbon nanotubes and silicon nanowires. Nanoparticle systems are also of significant interest to the fuel cell community, working to increase the reaction surface for a fixed cell volume. Nanoparticle systems can be fabricated by a large range of different techniques including chemical reduction, laser ablation, thermal evaporation, ion implantation, and thermal annealing. In this paper we investigate the physical mechanisms behind the pulsed laser melting of thin metal-on-oxide film and use this technique, entitled excimer laser nanostructuring (ELN), to produce supported metal nanoparticles, with controllable dimensions, over large area and at low macroscopic temperatures. Previously, we demonstrated that ELN of thin Ni films can be used to produce nanoscopic Ni catalyst particles suitable for the growth of carbon nanotubes. Here we examine the underlying mechanisms of the ELN technique more closely, for a carefully chosen selection of metals with differing physical and thermodynamic properties, and differing enthalpies of formation for the oxide. We discuss how this process differs from the traditional thermal annealing
method of producing nanostructured metal-on-oxide substrates and compare the experimental data obtained during ELN of thin metal films with simulations of the heat transfer.

II. EXPERIMENTAL DETAILS

The ELN of a variety of metal thin films on SiO₂/Si substrates was investigated in order to determine what materials and laser parameters are required to produce metal nanoparticles. The initial thin films were produced by pulsed laser ablation (PLA) of a high purity metal targets (all materials had a purity >99.9%). A Lambda-Physik LPX 210i excimer laser, producing 25 ns pulses at 248 nm, was used for the ablation. The growth chamber was evacuated using a turbo pump to 9 × 10⁻⁸ Torr and the typical laser fluence used was 10 J/cm². The metals investigated here were Au, Ag, Ni, Mo, Ti, and Zn. The growth rate for each metal was calibrated by measuring the thickness of a range of films, deposited with different numbers of laser shots, by a combination of atomic force microscopy (AFM) and profilometry.

Some of the films have a low density of hydrodynamically “splashed” micron-sized droplets, which are typical for pulsed laser deposited films, but in general the films were very smooth. The PLA technique has been used to deposit very smooth films for a wide variety of metals. For very thin films (<5 nm) island growth is observed in some systems, however in general at high fluences like those used here, the high flux of energetic (hundreds of electron volts) metal atoms and ions produces smooth films and in some cases epitaxial growth. By reducing the kinetic energy of the growth species, e.g., by introducing He during the growth, nanostuctured films can be deposited directly for some metals. However, above a few nanometers thick, these films consist of conglomerated, rather than isolated, nanoparticles. The surface roughness of a selection of the films was examined in the AFM and was typically <1 nm. Thin films with thickness in the range 5–20 nm were then deposited onto a SiO₂ layer of 235 nm thickness, thermally grown on a Si substrate, for subsequent laser processing.

The thin films were ELN using the same excimer laser as employed for the deposition, by diverting the optical path and passing it through a homogenizer, producing a laser spot with a Gaussian energy profile along one axis, the peak fluence of the profile being 1.5 times the average. The films were transferred to a separate vacuum stage (typical working pressure 10⁻⁴ Torr) where the whole sample could be annealed by translating the stage. Typical translation rate was 1 mm/s with a laser repetition rate of 10 Hz. The number of laser pulses any area receives is ~50 but due to the Gaussian beam profile, only the area at the central part of the beam receives the full laser energy. Post-annealing the structure of the films was investigated in a Hitachi S4000 field emission gun scanning electron microscope (SEM) with a spatial resolution of 1.5 nm. The size distribution of any metal nanoparticles produced was obtained using commercial image analysis software.

III. RESULTS AND DISCUSSION

A. Effect of film thickness and laser fluence

The Ni on SiO₂ system is typically classified as a relatively unreactive pair, as Ni, compared to more reactive metals, does not readily form an oxide (the heat of formation of the oxide is ~241 kJ mol⁻¹). The melting point of Ni, of 1728 K, is also intermediate between the very high and very low melting point metals. Thus this system is an ideal starting point to investigate the laser induced nanostructuring of thin metal films. Figures 1(a)–1(d) show a series of SEM images of a selection of the laser annealed films, with different initial Ni thickness, grown on 320 nm SiO₂/Si substrates. The ELN was performed at laser fluences of ~200 mJ/cm². After exposure to the laser the Ni film was observed to have melted and then broken up into discrete nanometer-scale hemispherical islands. The fluence required to achieve this breakup was a function of the initial film thickness and the thickness of the oxide layer on the substrate. Higher laser fluences were required to nanostructure the thinner Ni films. This indicates that we are in a region where the heat conduction out of the film into the substrate is significant. At lower fluences the films were observed to perforate, but the breakup into discrete droplets was incomplete. These measurements were repeated for Ni films deposited onto Si substrates with a thinner oxide later. The fluences required to nanostructure the films grown on the thinner 235 nm thermal SiO₂ film on the thicker 320 nm SiO₂ layers. This confirms the importance of heat conduction during the duration of the laser pulse. At fluences higher than the threshold for breakup, no change in the Ni droplet size distribution was observed; the defining parameter which determines the droplet size was the film thickness. However, the maximum fluence achievable by the optical system was 700 mJ/cm², so we could only investigate the effect of laser fluence up to this value. Figure 1(e) shows a plot of the mean particle diameter for the ELN of Ni films as a function of initial film thickness. The mean particle diameter is observed to increase as the initial film thickness increases. The relationship between the diameter and the film thickness will be discussed in more detail later.

In order to investigate the general properties of the ELN of thin metal films, the measurements were repeated for a range of different metals including Au, Ag, Mo, Zn, and Ti. This range of materials were chosen as they have properties which span a wide range of values and span different classes of metals. For example, Zn and Mo have melting points that differ by a large amount (693 K for Zn compared to 2905 K for Mo). Also, Au and Ti are examples of metals that hardly oxidize and readily form an oxide, respectively, so should give us a good insight into the effects of the metal-substrate interaction on the ELN. Films with a thickness of 5, 10, 15, and 20 nm were deposited for all these metals, on 235 nm SiO₂/Si substrates, and were subsequently laser irradiated at fluences in the range 75–700 mJ/cm². Figure 2 shows SEM images of ELN Mo films (a) before, (b) close to, and (c) after the threshold fluence for nanostructuring. Note the initial film in (a) and (c) was 20 nm thick and in (b) 15 nm thick. The laser fluence was around 660 mJ/cm² in all cases. Just below the break-up threshold the films perforate and the molten film around these perforations is observed to have drawn away from the center of the hole [as is shown in Fig. 2(a)]. These perforations are likely to occur at thickness inhomogeneities in the film, as the fluence required for melting is
predicted to be lower for thicker films. This will be discussed in more detail later. When the density of perforations is high, the retreating molten film between two holes can coalesce into filaments, as is shown in Fig. 2(b). At fluences slightly higher than the threshold these filaments, or liquid metal nanowires, can then split into droplets possibly due to the Rayleigh instability which has been recently observed experimentally for thermally annealed Cu nanowires on SiO$_2$ surfaces. A clear example of these chains of droplets can be seen for Ni in Fig. 1(d). The fluence required to melt the Mo films is much higher than that for the same thickness of Ni, mainly a consequence of its higher melting point (1718 K for Ni compared to 2905 K for Mo). The propensities for oxide formation are similar for the two metals, thus the comparison investigates the effects of the differing thermal properties of the metals, rather than the metal-substrate interaction.

In order to investigate the effects of ELN at fluences much greater than the break-up threshold it was decided next to look at thin Au and Ag films, which have lower melting points than Ni or Mo. Figure 3 shows two sequences of SEM images of the ELN of (a)–(d) and 15 nm thick Ag (e)–(h) films. The fluences used on the Au films were (a) 0 mJ/cm$^2$, i.e., unannealed to show that the film is continuous and smooth on this scale, (b) 125 mJ/cm$^2$, (c) 250 mJ/cm$^2$, (d) 430 mJ/cm$^2$, and for Ag (e) 0 mJ/cm$^2$, (f) 150 mJ/cm$^2$, (g) 300 mJ/cm$^2$, and (h) 400 mJ/cm$^2$. The initial sequence of perforation and breakup into droplets was similar for Au and Ag as was observed for Ni and Mo. However, well above the threshold [see Figs. 3(c) and 3(g)] smaller droplets are observed around the larger ones. At the highest fluences studied [see Figs. 3(d) and 3(h)] all the large droplets are gone and are replaced by a high density of much smaller droplets. Statistical analysis of the Ag nanoparticle diameter distributions produced by the ELN of a 5 nm Ag thin films at fluences of (a) 175 mJ/cm$^2$, (b) 250 mJ/cm$^2$, (c) 400 mJ/cm$^2$, and (d) 600 mJ/cm$^2$ are shown in Fig. 4. From these distributions we can observe a shift of the distribution from a mean diameter of 43 nm down to 17 nm, as the fluence is increased. The larger diameter droplets fragment into smaller droplets, at higher temperatures, possibly as they boil. By examining the size distribution for the larger droplets, produced at lower fluences, as a function of film thickness (not shown here) it is seen that the mean size is again dependent on the initial film thickness. However, the mean size of the droplets produced at high fluence is relatively insensitive to the film thickness. It appears that, at the higher relative fluences, it is possible to start to evaporate the droplets and at the highest fluences, to fully ablate away the film, leaving a distribution of nanoparticles only formed as the last of the film boils away. Indeed, at the highest fluences used, a thin coating was observed on the glass of the laser annealing chamber opposite the films, indicating that the material had been ablated.
contact angle is 0° and the metal wets the oxide. Figure 6 shows a SEM image of a 20 nm thick Ti film (a) before and (b) after laser irradiation at 250 mJ/cm². Although melting and roughening of the surface is clearly evident after irradiation, no droplet production is observed even at the highest fluences available. The melting point and thermodynamic properties of Ti are more favorable for melting than those of Mo (for example, the melting point is 1941 K and its thermal conductivity is only 0.22 W cm⁻¹ K⁻¹), but no breakup into nanodroplets is observed. Similar behavior is observed for the Zn/SiO₂ system. The melting point of Zn is very low (693 K) but still no droplet formation is observed. This suggests that the interfacial metal-substrate interaction is critical for nanoparticle production by this method. To examine this more carefully we can compare the enthalpy of formation of the oxides −ΔHₚ for the metals in question. These data, and the values for a selection of other elements are shown in Table I. Of the metals studied here, the ones that break up into droplets (Au, Ag, Ni, and Mo) are all in the top half of Table I, with −ΔHₚ < 300 kJ mol⁻¹. Those that wet the substrate (Zn and Ti) have −ΔHₚ > 300 kJ mol⁻¹. From Fig. 5, the observed contact angles between the metal drops and the SiO₂ substrate are observed to decrease as the value of −ΔHₚ for the metal increases. For example Au, which does not readily form an oxide, produces near spherical droplets whereas Mo, which has a larger heat of formation, produces droplets with a contact angle less than 90°. Of course, ΔHₚ is not the only parameter affecting the wetting, and we should also consider others including the work of adhesion. However, it appears for this application that ΔHₚ is a critical parameter and the breakup into droplets is controlled by the metal-substrate interaction.

C. Simulation

Before the breakup into droplets is possible, the film must first be brought to its melting point. It is important therefore, to consider the heat transfer that occurs during the pulsed laser melting of thin films. When laser photons are incident on a solid, the energy is typically absorbed by electronic excitations. These excitations rapidly decay and the energy is converted to heat over a time scale of the order of a few picoseconds. The rapid heating and subsequent phase transitions can be complex, and have been the subject of theoretical and experimental investigations. With the pulse duration of the excimer lasers typically being a few tens of nanoseconds, we can describe the temperature changes that occur in the solid using the heat conduction equation, by introducing a source term. As the power density is uniform over the irradiated area, which is large compared to the film thickness, the heat conduction can be considered only in one spatial dimension. Hence, the heat conduction equation takes the form

\[
c \rho \frac{\partial T}{\partial t} = I(z,t) \alpha + \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} \right),
\]

where c is the heat capacity, ρ is the mass density, T(z,t) is the temperature at depth z and time t, I is the laser power density, α is the absorption coefficient, and κ is the thermal conductivity.
conductivity. $z$ is taken to be zero at the surface of the metal film.

Before describing methods for solving this equation, a simple model to examine the general properties of the melting of thin film by pulsed lasers is proposed. The total heat $Q$, per unit area, deposited in a thin film modeled as a single layer of thickness $d$, irradiated by a single laser pulse of duration $\Delta t$ with a top-hat temporal profile is given by Eq. (2).

$$Q = I\Delta t(1 - R)[1 - \exp(-\alpha d)],$$

where $R$ is the reflectivity of the film material at the laser wavelength. Here we should consider the effect of interference due to reflections at the interfaces. We suggest that this will not be a very significant effect as the reflection coefficient at the metal-SiO$_2$ interface will be low (similar real parts of the refractive index and high transmittance in the UV for the SiO$_2$.) The laser energy that then reflects off the SiO$_2$-Si interface and then is not reflected again at the SiO$_2$-metal interface (high reflectivity is expected here due to the large imaginary part of the metal’s refractive index) should only be a small contribution to the heating in the film. As the temperature rise in a thin film of thickness $d$, supplied with energy $Q$ (ignoring heat conduction for now) is $\approx Q/d$, we see that in the limit of small $d$ we get

$$\lim_{d \rightarrow 0} \frac{1 - \exp(-\alpha d)}{d} = \alpha.$$

FIG. 3. SEM images of ELN 20 nm thick Au (a)–(d) and 15 nm thick Ag (e)–(h) films. The fluences used on the Au films were (a) 0 mJ/cm$^2$, i.e., unannealed, (b) 125 mJ/cm$^2$, (c) 250 mJ/cm$^2$, (d) 430 mJ/cm$^2$, and for Ag (e) 0 mJ/cm$^2$, (f) 150 mJ/cm$^2$, (g) 300 mJ/cm$^2$, and (h) 400 mJ/cm$^2$. 
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Thus, the temperature rise for very thin films, ignoring heat conduction, is expected to be significant if \( \alpha \) is large, and thicker films should require higher laser fluences to melt. However, by observing the terms of Eq. (1), we can see that the rate of heat diffusion, into the substrate, for a thin film heated from the top surface will become greater as the film thickness decreases due to the temperature gradient across the film increasing. When heat conduction is considered, for thin films where \( d < 1/\alpha \), a region of the substrate determined by the thermal diffusion depth of SiO₂ will also be heated. The heat \( Q \) absorbed in the metal will also have to heat this region. Thus, the fluence required to melt the film will increase with decreasing \( d \). For thicker films (\( d > 1/\alpha \)), heat conduction into the substrate will be significantly slower and lower melting fluences would be expected. When \( d \gg 1/\alpha \) partial melting of the top surface of the film should occur.

In order to model the system, Eq. (1) can be solved analytically under the assumption of no phase change occurring and that the thermal properties of the film remain constant.

However, the thermal conductivity and heat capacity are both temperature dependent and we are considering a phase change from solid to liquid. Thus, Eq. (1) can only be solved numerically. Here we introduce a finite element model, where the film is split into layers of thickness \( z_i \) and the time proceeds in steps of \( \Delta t \). The same method has been used to model the pulsed laser annealing of a variety of materials including amorphous silicon. The energy absorbed by the \( i \)th layer, at depth \( z_i \) into the film, over the interval \( \Delta t \) is then

\[
\Delta Q_i(t) = I(z_i, t)[1 - \exp(-\alpha z_i)]\Delta t,
\]

where the laser power density \( I(z_i, t) \) is given by

FIG. 4. Histograms of the Ag nanoparticle diameter distributions produced by the ELN of 5 nm Ag thin films at fluences of (a) 175 mJ/cm², (b) 250 mJ/cm², (c) 400 mJ/cm², and (d) 600 mJ/cm².

FIG. 5. SEM images of the Ag nanoparticle diameter distributions produced by the ELN of 5 nm Ag thin films at fluences of (a) 175 mJ/cm², (b) 250 mJ/cm², (c) 400 mJ/cm², and (d) 600 mJ/cm².

FIG. 6. SEM image of a 20 nm thick Ti film (a) before and (b) after laser irradiation at 250 mJ/cm². Although melting and roughening of the surface is clearly evident, no droplet production is observed even at the highest fluences available.
The heat that diffuses into layer \( i \) \( Q_i^{\text{diff}} \) is determined by the temperature of the surrounding layers and is given by
\[
 \Delta Q_i^{\text{diff}} = \left( \kappa_a \frac{T_{i-1} - T_i}{\Delta z} + \kappa_b \frac{T_{i+1} - T_i}{\Delta z} \right) \Delta t,
\]
where \( \kappa_a \) and \( \kappa_b \) are the average of the temperature dependent thermal conductivities at the “slice \( i-1 \)/slice \( i \)” interface and the “slice \( i \)/slice \( i+1 \)” interface, respectively. The temperature rise of slice \( i \) is thus
\[
 \Delta T_i = \frac{\Delta Q_i^{\text{diff}}}{c(T_i) \rho \Delta z},
\]
where \( c(T) \) is the temperature dependent thermal capacity.

When a slice reaches its melting point, no temperature rise is allowed until the layer has absorbed enough energy to supply the required latent heat of fusion. The data used for the simulation is shown in Table II. The choice of \( \Delta z \) is crucial for this method to converge to the solution of Eq. (1). If \( \Delta z \gg 1/\alpha \), then the simulation averages out the temperature rise that would have occurred at finer resolutions near the surface of the film. If \( \Delta z \) is too small then the temperature differentials between adjacent layers can be too large for the simulation to converge to the solution. For every order of magnitude finer spatial resolution, we require a two orders of magnitude finer temporal resolution to compensate. For the simulations presented later, the typical slice thickness \( \Delta z \) used was \( \sim 1/2\alpha \) for the material in question. Thus, only a few layers were used in each simulation. The high thermal conductivity of the metal means that the film is essentially all at the same temperature throughout its depth and the temperature gradient is only large at the interface. The number of layers used for the metal does not have to be large to adequately model the system. Here we have used more layers for the substrate, where the temperature gradient is generally larger. The substrate was modeled as 12 \( \text{SiO}_2 \) layers (with a total thickness of 240 nm to match with the oxide thickness used in the experiments) with its own temperature dependent thermal properties. However, the bottom layer had its temperature fixed at room temperature and hence acts as a heat sink rendering the substrate effectively infinite in extent.

Now that a reasonable idea of the critical parameters has been obtained, our goal is to develop a predictive model that could be employed to estimate the threshold fluence for systems where the interfacial film-substrate interaction promotes nanoparticle production. Here, we apply the finite element model [see Eqs. (4)–(7)] in an attempt to simulate the melting of thin Ni, Au, Ag, and Mo films on \( \text{SiO}_2 \). We will then compare the predicted threshold melting fluences, as a function of \( d \), with those observed experimentally, which are shown in Fig. 7 for Ag, Au, Mo, and Ni films.

Figure 8(a) shows a simulated temperature temporal profile for the surface layer of a 20 nm Ni thin film irradiated at a fluence equivalent to an experimental exposure of 330 mJ/cm². Four Ni layers were used for the simulation. The surface temperature is seen to rise rapidly at the start of the pulse, to level out as the film melts, then to increase again. After the laser pulse ends the film rapidly cools to near room temperature in \( \sim 100 \) ns. It is observed immediately that this simulation predicts that rapid cooling through heat conduction into the substrate severely limits the maximum temperature obtainable at a given fluence. As expected, the cooling rate is sufficiently high so that each laser shot can be

### Table I. Enthalpy of formation \( -\Delta H_f \) of the oxide per mole of O for a selection of metallic elements (Ref. 35).

<table>
<thead>
<tr>
<th>( -\Delta H_f ) (kJ mol(^{-1}))</th>
<th>Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0-50</td>
<td>Au, Ag, Pt</td>
</tr>
<tr>
<td>50–100</td>
<td>Pd, Rh</td>
</tr>
<tr>
<td>100–150</td>
<td>Ru, Cu</td>
</tr>
<tr>
<td>150–200</td>
<td>Re, Co, Ni</td>
</tr>
<tr>
<td>200–250</td>
<td>Na, Fe, Mo, Sn, Ge, W</td>
</tr>
<tr>
<td>250–300</td>
<td>Rb, Ce, Zn</td>
</tr>
<tr>
<td>300–350</td>
<td>K, Cr, Nb, Mn</td>
</tr>
<tr>
<td>400–450</td>
<td>V</td>
</tr>
<tr>
<td>450–500</td>
<td>Si</td>
</tr>
<tr>
<td>500–550</td>
<td>Ti, U, Ba, Zr</td>
</tr>
<tr>
<td>550–600</td>
<td>Al, Sr, La, Ce</td>
</tr>
<tr>
<td>600–650</td>
<td>Mg, Th, Ca, Sc</td>
</tr>
</tbody>
</table>

### Table II. Physical (Ref. 31), thermal (Ref. 31), and optical (Ref. 34) properties used for ELN simulations.

<table>
<thead>
<tr>
<th>Property</th>
<th>Ni</th>
<th>Au</th>
<th>Ag</th>
<th>Ti</th>
<th>Zn</th>
<th>Mo</th>
<th>SiO(_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melting point ( T_m ) (K)</td>
<td>1728</td>
<td>1337</td>
<td>1235</td>
<td>1941</td>
<td>693</td>
<td>2905</td>
<td>1983</td>
</tr>
<tr>
<td>Boiling point (K)</td>
<td>3186</td>
<td>3129</td>
<td>2435</td>
<td>3560</td>
<td>1180</td>
<td>4912</td>
<td></td>
</tr>
<tr>
<td>Density (g/cm(^3))</td>
<td>8.9</td>
<td>19.3</td>
<td>10.5</td>
<td>4.51</td>
<td>7.14</td>
<td>4.91</td>
<td></td>
</tr>
<tr>
<td>Heat capacity [J/(gK)] at 25 °C</td>
<td>0.444</td>
<td>0.129</td>
<td>0.235</td>
<td>0.523</td>
<td>0.388</td>
<td>0.251</td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity [W/(cmK)] at 25 °C</td>
<td>0.907</td>
<td>3.17</td>
<td>4.29</td>
<td>0.219</td>
<td>1.16</td>
<td>1.38</td>
<td>0.014</td>
</tr>
<tr>
<td>Latent heat fusion [J/g]</td>
<td>305.6</td>
<td>222.1</td>
<td>200.8</td>
<td>332.3</td>
<td>130.6</td>
<td>639.7</td>
<td></td>
</tr>
<tr>
<td>Reflectivity (%) at 248 nm</td>
<td>45.0</td>
<td>32.9</td>
<td>26.9</td>
<td>69.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absorption coeff. (cm(^{-1}) at 248 nm)</td>
<td>1063830</td>
<td>829187</td>
<td>683995</td>
<td>1834862</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface tension at ( T_m ) (dyne/cm)</td>
<td>1778</td>
<td>1140</td>
<td>903</td>
<td>1650</td>
<td>782</td>
<td>2250</td>
<td></td>
</tr>
</tbody>
</table>
treated independently as the time between laser shots is around 0.1 s compared to the cooling time which is of the order of $10^{-7}$ s. Figure 8 shows a plot of the simulated fluence required to melt Ni, Au, and Ag films of different thickness. It was not possible to simulate the melting of the Mo thin films accurately as the melting point of Mo was higher than the melting point of SiO$_2$ and the finite element method used could not contend with the large temperature gradients that resulted. The predicted fluences are observed to compare favorably with the measured values. The predicted threshold fluences for Ni are closer to the measured values, than those of Ag and Au but the simulation appears to overestimate the fluence required to melt the thin Au and Ag films. In addition, the general form of the dependence of threshold with thickness is close to that observed. It is suggested that the threshold discrepancy can be attributed to the uncertainty of the parameters used. In all cases the values are for high quality bulk materials, but here it is expected that we are investigating defective or amorphous nanoscale films. Indeed, the melting points of films with nanometric thickness have been shown to be lower than that of bulk material.\textsuperscript{33}

As we observed in this study and previously,\textsuperscript{16} the thermal conductivity of the substrate and the initial film thickness were both critical parameters in determining the threshold fluence for nanostructuring Ni thin films. Using the present simulation, we can investigate this directly by varying the thermal conductivity of the substrate and the film thickness and observing the change in the melting fluence and the cooling rate. Figure 9(a) shows the calculated cooling rate coefficient $k$ (assuming an exponential decay of the temperature, with time $t$, of the form $\exp(-kt)$) for the cooling of the surface layer of Ni thin films of different thickness, initially at $T_m$. (b) Plot of the calculated melting fluence for a 30 nm thick Ni thin film as a function of the room temperature thermal conductivity of the substrate.

As we observed in this study and previously,\textsuperscript{16} the thermal conductivity of the substrate and the initial film thickness were both critical parameters in determining the threshold fluence for nanostructuring Ni thin films. Using the present simulation, we can investigate this directly by varying the thermal conductivity of the substrate and the film thickness and observing the change in the melting fluence and the cooling rate. Figure 9(a) shows the calculated cooling rate coefficient $k$ (assuming an exponential decay of the temperature, with time $t$, of the form $\exp(-kt)$) for the cooling of the surface layer of Ni thin films of different thickness, initially at $T_m$. The cooling rate is observed to increase significantly as the film thickness $d$ decreases. Figure 9(b) shows a plot of the calculated melting fluence for a 30 nm thick Ni thin film as a function of the room temperature thermal conductivity $\kappa_s$ of the substrate. Here the threshold fluence is observed to vary linearly with $\kappa_s$, apart from at very small values of $\kappa_s$. By comparing the results of the simulation and the experiments with the simple model pro-
posed by Eq. (3), it can be seen that the heat conduction out of thin films is a very important consideration for this system as the threshold fluence increases rapidly as $d$ decreases rather than converging to a constant value.

D. Nanostructuring mechanisms

Based on the validated simulation of the melting of very thin metal films by pulsed laser irradiation developed in this study, we can now suggest a set of mechanisms for the ELN for the production of metal nanoparticles. At the onset of laser irradiation, the film temperature rapidly rises during the pulse. The rate of temperature rise is determined by the rate of heat conduction out of the film. If the film gets hot enough to melt, and the liquid phase poorly wets the substrate, breakup into droplets is likely. The question then arises: Is the breakup a self-ordering phenomenon, or can some parameter of the film account for the droplet size observed? At thickness inhomogeneities in the film, the fluence required for melting will change. For thick films the root mean square surface roughness is expected to be lower than that for the thinner films. However, even if the roughness remains unchanged, a 1 nm fluctuation will produce a much more significant local change in threshold fluence for a 5 nm thick film than for one 15 nm thick. We can observe this directly if we consider the derivative of the curves in Fig. 8. For thick films the root mean square fluctuation, a 1 nm fluctuation will produce a much more significant local change in threshold fluence than for thinner ones. In the regime where volume is conserved (no ablation), the nanoparticle radius $R$ would be expected to be determined by Eq. (8)

$$V_d = \frac{4\pi R^3}{3} \propto \frac{L^2 d}{N},$$

where $L$ is the distance between perforations, $d$ is the film thickness, and $N$ is the number of droplets into which each filament breaks up. The diameter of the droplets, for a uniform nanowire filament, is determined by the Rayleigh instability criterion\(^{29}\) and is expected to be $\sim 3.78$ times the radius of the filament $r$. So the number of drops will be dependent on the film thickness. As the length of the filament will be proportional to $L$, we get

$$V_f \propto L \pi r^2 \propto L^2 d,$$

so $R \propto \sqrt{L d}$. (9)

From the results shown in Fig. 1(e) and from analysis of the data from the ELN of the other metals, it can be seen that, rather than $R$ varying with $\sqrt{d}$, $R$ increases superlinearly with $d$ indicating that $L$ must be increasing very rapidly with increasing $d$. This is exactly what would be predicted if we are relying on thickness fluctuations to provide the perforations. A thickness fluctuation will have to be larger (i.e., more standard deviations from the mean, occurring less frequently, and being more widely spaced) for a 15 nm thick film to have the same effect when compared to a 5 nm thick film.

Once the film has broken up into isolated droplets, any subsequent pulses will remelt the droplets (or just the surfaces of the larger drops). Although the ELN has been per-formed in a scanning mode, with multiple laser spots on each area, experiments show that only a single laser shot at the highest energy is required to nanostructure the films. Unless the droplets are mobile on the surface no further modification is expected unless the fluence is high enough to boil off the surface material, as is observed with the Au films at fluences higher than the threshold. Careful examination of the images in Figs. 3(b) and 3(c) shows that the size of the larger droplets appears to have increased at the higher fluence. This is also observed for Ag in Figs. 3(f) and 3(g). This is likely a consequence of some of the droplets being mobile on the surface, as their surface boiling points were reached. In fact by masking areas of the film and only depositing metal through the mask we can demonstrate that the droplets in general are not mobile unless they boil. Figure 10 shows a SEM image of an array of patches of Ni droplets produced by ELN of a patterned Ni film. Lithographic and masking techniques can be used in conjunction with ELN with little spread of the metal out of the defined areas.

FIG. 10. SEM image of an array of patches of Ni droplets produced by ELN of a patterned Ni film. Lithographic and masking techniques can be used in conjunction with ELN with little spread of the metal out of the defined areas.
of individual metal atoms or clusters occurs at temperatures below the melting point of the metal. ELN offers a method for fabricating nanostructured metal-on-oxide substrates, rapidly, over a large area and at low macroscopic temperatures.

IV. CONCLUSION

The underlying physical mechanisms of the ELN technique were investigated, for a carefully chosen selection of metals with differing physical and thermodynamic properties, and differing propensities for oxide formation. A finite element model was introduced that can be used to model the melting of very thin metal-on-oxide films by pulsed lasers. Using the results from ELN experiments and simulations using this model, the thermal conductivity of the substrate was shown to be a controlling parameter on the laser fluence required to melt very thin films. Once molten, it is suggested that the breakup of the film into nanodroplets only occurs when the liquid metal does not wet the substrate, the heat of formation of the metal oxide being a critical parameter. The effect of film thickness fluctuations on the local threshold for melting is then suggested as the main influence on the nanoparticle size. ELN is expected to be suitable for producing nanoparticles of a large range of different materials, where poor wetting of substrate by the liquid phase is observed.
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