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Abstract—The brute-force MAP-based Chip-Level Iterated (CLI) Multiuser Detection techniques exploiting the newly proposed Low-Density Signature (LDS) structure have been shown to approach the performance of Single-User even at overloading condition of up to 200%. However, their complexity is exponential to the number of interfering users in a chip that can be impractical. In this letter, by using Gaussian-Forcing (GF) technique, we trade-off performance and complexity and it results in a dynamic Grouped GF (G-GF) CLI MUD technique. We show via computer simulation, at the system with 200% condition, the loss of approximately 0.3 dB compared to its brute-force counterpart is observed while reducing the complexity to more than half.

Index Terms—Low-density signature, synchronous overloaded CDMA, chip-level iterated MUD, dynamic user grouping, Gaussian-forcing technique.

I. INTRODUCTION

E Vergrowing demand in contemporary communication is to increase the capacity. In this letter, the capacity is understood as the user capacity, defined as the maximum number of admissible users at any time-instants [1]. For interference-limited systems, e.g. Code-Division Multiple Access (CDMA) systems, the soft limit of the user capacity, in memoryless channel, is the processing gain, defined as N. Let K and \( \beta = K/N \) be the number of users in the system and the system loading, respectively. The system is called, underloaded, fully-loaded, and overloaded (or oversaturated), when the \( \beta \) is lower than, equal to, and bigger than 1, correspondingly.

The interference in CDMA systems is caused by the non-orthogonality of the (received) signatures, which can be overcome by using extensive signal processing on the signal space, for instance by using Multiuser Detection [2]. Nevertheless, overloaded condition possess a different problem as it makes at least two signatures to be linearly-dependent. This is the exact problem where most MUD technique simply fails to cope with even to meet a basic reliable communication, i.e. the Bit-Error Rate vanishes as the noise approaches zero.

Combined with optimum Spreading Signature for overloaded condition, namely Welch-Equal-Value (WBE) based signatures [3], Optimum MUD, for example Minimum A Posteriori Probability (MAP) detector, can be used but its complexity prevent its practical implementation. Linear MUD, for instance Minimum Mean-Squared Error (MMSE) detector, can only mitigates the interference maximum of \( N \) users and leave the \( K - N \) excess users saturates [4].

Recently, Low-Density Signature Structure complemented with more-affordable MAP-based Chip-Level iterated (CLI) MUD has been shown to achieve performance very close to single-user even at 200% overloaded condition [5], [6]. In this letter, we concentrate a new technique that reduces the complexity of the MAP-based CLI MUD without losing too much of performance.

II. SYSTEM MODEL

Consider an uncoded \((N, K)\) symbol-synchronous CDMA system for uplink transmission over AWGN channel. Let \( x_k \) and \( X_k \) be, respectively, the transmitted symbol with period of \( T_s \) and the constellation alphabet for user \( k \). Without loss of generality and for notation brevity, all users are assumed to take their symbol from the same normalized constellation alphabet, i.e. \( X_k = X, \forall k = 1, \ldots, K \) with unit average energy. The received signal sampled at \( n \)-th chip is given by

\[
y_n = \sum_{k=1}^{K} h_{k,n} x_k + \nu_n
\]

where \( y_n \) and \( \nu_n \sim \mathcal{CN}(0,1) \) are the received signal and the circularly symmetric gaussian noise, respectively, sampled at \( n \)-th chip. The effective signature is denoted as \( h_{k,n} = e^{j\theta_k}\sqrt{|s_{k,n}|} \) for \( k \)-th user sampled at and comprises the complex gain experience by the symbol due to spreading \( \{s_{k,n}\}_{n=1}^{N} \), user’s power \( snr_k \) and the user-unique phase rotation \( \theta_k \).

The LDS structure works by switching-off a large number of spreading chips and with intelligent arrangement, the number of interfering users per chip is also reduced. Let \( \xi_k \) and \( \zeta_k \) be the set of users participating in chip \( n \) and the set of chips over which user \( k \) spreads their symbol, respectively. Then, with LDS structure, the received signal of (1) is

\[
y_n = \sum_{k\in\xi_n} h_{k,n} x_k + \nu_n.
\]

III. CHIP-LEVEL ITERATED MUD

A. Canonical Form

Denote \( \mathcal{G}(U,C) \) as the underlying factor graph of un-coded \((N, K)\) CDMA systems, where the users (\( k=1, \ldots, K \)) and the chips (\( n=1, \ldots, N \)) are represented by variable nodes \( u \in U \) and function nodes \( c \in C \), respectively. An edge \( e(k,n) \) exists if the received chip \( y_n \) contains the symbol from user \( k \) and is shown as a line connecting variable node \( u_k \) and function node \( c_n \).
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The generic form of CL iterated MUD can explained as follow. Let $L_{n1}^j(x_k)$ and $L_{n1}^j(x_k)$ be the messages sent along edge $e_{n,k}$ at $j$-th iteration, from variable node $u_k$ to function node $c_n$ and vice-versa, respectively. Assuming there is no a priori probabilities available, the initial messages ($j = 0$) are set to zeros: $L_{n1}^0(x_k) = 0, \forall k, \forall n$. The messages are updated using the following rules:

$$L_{n1}^j(x_k) = \sum_{m \in \xi_k \setminus n} L_{m1}^{j-1}(x_k)$$

(3)

$$L_{n1}^j(x_k) = f(x_k y_n, L_{n1}^j(x_l), \forall l \in \xi_k \setminus k)$$

(4)

It can be easily seen from (3) and (4), that all messages are restricted to consist of only the extrinsic information [7].

To approximate the optimum MAP (or Log-MAP as the messages are represented in their logarithmic-values) detector, as derived in [5], the function in (4) must calculate the local marginalization and is given by

$$f(\bullet) = \log \left( \sum_{x_k | x^{[n]}} p^j(y_n | x^{[n]}_k) \prod_{l \in \xi_n \setminus k} P_n^j(x_l) \right)$$

(5)

where

$$p^j(y_n | x^{[n]}_k) = \exp \left( \left( - \frac{1}{2\sigma^2} ||y_n - h^T_{[n]} x^{[n]}||^2 \right) \right)$$

(6)

$$P_n^j(x_l) = \exp \left( L_{n1}^j(x_l) \right)$$

(7)

Combining (6) and (7) into (5), the message update is given by

$$L_{n1}^j(x_k) \propto \max_{x_k | x^{[n]}_k} \left( \sum_{l \in \xi_n \setminus k} L_{n1}^j(x_l) - \frac{1}{2\sigma^2} ||y_n - h^T_{[n]} x^{[n]}||^2 \right)$$

(8)

where \( \max^* = \log(e^a + eb) = \max(a, b) + \ln(1 + \exp(-|a - b|^2)) \) is the numerically stable function derived by using Jacobian algorithm in [8]. By using local marginalization, this technique is termed CLi Log-MAP (LM) MUD. Furthermore, it is easy to see that, by utilizing local marginalization, the complexity of the receiver has been reduced so that it is exponential only to $d_c$ instead of to $K$, where $d_c \ll k$.

B. G-GF CLi MUD

The new Grouped-based technique operates in the chip-level and works by arranging the interfering users in a chip into two groups. Let $G$ and $\bar{G}$ be sets of users for group 1 and group 2, correspondingly, such that $G \cap \bar{G} = \emptyset$. Furthermore, $|G|$ and $|\bar{G}|$ denote the size of each group, respectively. The idea is to approximate the Log-Likelihood Ratio (LLR) of the interference coming from other group as a single symmetric Gaussian distributed, so that (2) can be re-written as

$$y_n = \sum_{k \in G} h_{k,n} x_k + \sum_{l \in \bar{G}} h_{l,n} x_l + \nu_n$$

$$= \sum_{k \in G} h_{k,n} x_k + maig_{G,n} + \nu_n$$

(9)

Let $\bar{x}_{k,n}$ and $\text{Var}\{x_{k,n}\}$ be the mean and the variance of the symbol $x_k$ when observing at chip $r_n$, respectively, and are given by

$$\bar{x}_{k,n} = \sum_{x_k \in X} x_k P_n(x_k)$$

(10)

$$\text{Var}\{x_{k,n}\} = \sum_{x_k \in X} ||x_k||^2 P_n(x_k) - ||\bar{x}_{k,n}||^2$$

(11)

Then, employing (10) and (11), when observing the users from group $G$, the cumulative statistics of interference from another group $\bar{G}$ can written as

$$E\{maig_{G,n}\} = \sum_{k \in \bar{G}} h_{k,n} \bar{x}_{k,n}$$

(12)

$$\text{Var}\{maig_{G,n}\} = \sum_{k \in \bar{G}} ||h_{k,n}||^2 \text{Var}\{x_{k,n}\}$$

(13)

In line with the investigation given in [9] that states parallel processing is more advantageous than serial processing where user/group ordering is much less sensitive, the same treatment is made when evaluating the group $\bar{G}$.

Let $\sigma^2_{G,n} = \sigma^2_n + \text{Var}\{maig_{G,n}\}$ be the cumulative noise variance seen by users in group $G$. By using the above statistics, the MAP-based CLi SISO MUD techniques can be simplified. Denote $x^{[G,n]}$ and $h^{[G,n]}$ as the vectors comprising all users’ symbols in group $G$ and their corresponding effective signature vector, respectively. By using the Log-MAP algorithm as the local observation function, (8) can be modified according to the Gaussian approximation of the interferers and is given by

$$L_{n1}^j(x_k) \propto \max_{x_k | x^{[G,n]}_k} \left( \sum_{l \in G} L_{n1}^j(x_l) - \frac{1}{2\sigma^2_{G,n}} ||y_n - h_{[G,n]}^T x^{[G,n]}_k - E\{maig_{G,n}\}||^2 \right)$$

(14)

Assuming that the size of $G$ is bigger than that of $\bar{G}$, it is easy to see from (14) that the complexity of this new detection is exponential to $|G| < \xi_n$ instead of to $\xi_n$. Note that, by forcing the interference from other group as single symmetric Gaussian distribution when it is actually incorrect, some performance loss is expected when this new technique is employed.

Moreover, another key contribution to this G-GF CLi SISO MUD techniques is the utilization of dynamic random user grouping that dynamically randomize/shuffle the users from both groups in every iteration. In other words, the users grouping is done for every iteration and the exact same set of users are not allowed to form the same group during two consecutive iterations. By doing that, the intra-relation that may be developed between users in a group can be broken down. In a way, it provides the extrinsic information in every iteration to calculate the new message. And as stated in [10], the extrinsic information can help increasing the optimality of MPA technique in the sense that it provides more search space.

C. Non-Linear Smoothing Process

The CLi MUD techniques given in previous sub-sections may suffer from the oscillatory and, even, chaotic condition
is also shown that the performance loss when G-GF CLi LM MUD with $|G| = 3$ is employed is approximately 0.3 dB compared when brute-force CLi LM MUD is utilized. Moreover, by increasing the group size, as suggested by our results, the performance should be improved. Interestingly, we also observed that by employing dynamic grouping, G-GF CLi LM MUD with $|G| = 3$ outperforms the G-GF CLi LM MUD employing static grouping with $|G| = 4$.

Understandably, when $|G|$ is increased, the performance is also improved because the search space becomes larger. Also, due to the dynamic user grouping, all users basically will have the same treatment.

V. Conclusion

This letter studies the performance of a lower-complexity implementation of CLi LM MUD by using Gaussian-Forcing technique. Trading-off the performance and complexity, a new dynamic G-GF CLi LM MUD has been proposed and analyzed. Our simulation confirms that the performance loss incurred due to having smaller group size can be justified given the achieved complexity reduction.
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