Subjective assessments have clearly demonstrated the increased impact of 3D pictures compared to conventional flat-picture techniques. It is reasonable, therefore, to maximise the compression. We further propose an optimization technique based on evolutionary strategies to minimize the computational complexity of the joint motion-disparity estimation. Experimental results demonstrate that Joint Motion and Disparity Estimation can achieve over 1 dB objective quality gain over normal motion estimation. Once combined with Evolutionary strategy, this can achieve up to 94% computational cost saving.

I. INTRODUCTION

Real world information, obtained by humans is three-dimensional (3D). There is growing evidence that 3D imaging techniques will have the potential to establish a future mass-market in the fields of entertainment and communications. Integral imaging, which can capture true 3D color images with only one camera, has been seen as the right technology to offer stress-free viewing to audiences of more than one person. Just like any digital video, 3D video sequences must also be compressed in order to make it suitable for consumer domain applications. However, ordinary compression techniques found in state-of-the-art video coding standards such as H.264, MPEG-4 and MPEG-2 are not capable of producing enough compression while preserving the 3D clues. Fortunately, a huge amount of redundancies can be found in an integral video sequence in terms of motion and disparity. This paper discusses a novel approach to use both motion and disparity information to compress 3D integral video sequences. We propose to decompose the integral video sequence down to viewpoint video sequences and jointly exploit motion and disparity redundancies to maximize the compression. We further propose an optimization technique based on evolutionary strategies to minimize the computational complexity of the joint motion-disparity estimation. Experimental results demonstrate that Joint Motion and Disparity Estimation can achieve over 1 dB objective quality gain over normal motion estimation. Once combined with Evolutionary strategy, this can achieve up to 94% computational cost saving.
services in the future. However, there are lots of work needs to be
done in this area specially in the compression of 3D integral
imaging video. In this paper we propose an ES based motion
estimation algorithm for 3D integral imaging video. Rest of the
paper is organised as follows. In section 2, we summarize some
related work on 3D integral imaging. The proposed ES based
motion estimation algorithm is presented in section 3. Section 4
presents some simulation results and a detailed analysis. Finally,
the conclusions are given in section 5.

II. RELATED WORK

Many different approaches have been adopted in attempts to
realise free viewing 3D displays [2][3][4]. Several groups [5]
have demonstrated autostereoscopic 3D displays, which work
on the principle of presenting multiple images to the viewer by
use of temporal or spatial multiplexing of several discrete
viewpoints to the eyes. However, the need for expensive multi-
camera capture systems and the complexity of the image
processing electronics required to assemble the interlaced
banded images has prevented such systems from becoming
commercially available. Furthermore, stereoscopic presentation
of images does not create conditions in which viewer
accommodation and convergence operate in unison and hence
rely upon the brain to fuse the two disparate images to create
the 3D sensation. This factor can create disturbing
physiological effects after prolong viewing.

True autostereoscopic 3D display systems should have
parallax in all directions and present images, which allow
accommodation and convergence to work in unison as in
normal viewing. Integral imaging is a technique that is capable
of creating and encoding a true volume spatial optical model of
the object scene in the form of a planar intensity distribution by
using unique optical components [6][7][8][9][10][11]. It is akin
to holography in that 3D information recorded on a 2-D
medium can be replayed as a full 3D optical model, however, in
contrast to holography, coherent light sources are not required.
This conveniently allows more conventional live capture and
display procedures to be adopted. With recent progress in the
theory and microlens manufacturing, integral imaging is
becoming a practical and prospective 3D display technology
and is attracting much interest in the 3D area. A 3D integral
image is represented entirely by a planar intensity distribution,
which may be recorded on to a photographic film for later
electronic scanning and processing or directly recorded as an
intensity distribution using a CCD with a standard camera lens.

Due to the large amount of data required to represent the
captured 3D integral image with adequate resolution, it is
necessary to develop compression algorithms tailor to take
advantage of the characteristics of the recorded integral
image. The planar intensity distribution representing an
Omnidirectional Integral Image is comprised of 2D array of
sub-images due to the structure of the microlens array used
in the capture and replay. The structure of the recorded
integral image intensity distribution is such that a high cross
correlation in a third domain, i.e. between the micro-images
produced by the recording microlens array, is present. This
is due to the small angular disparity between adjacent
microlenses. In order to maximise the efficiency of a
compression scheme for use with the integral image
intensity distribution, both inter and intra sub-image
correlation should be evaluated.

In the last decade, a Three Dimensional Discrete Cosine
Transform (3D-DCT) coding algorithm has been developed
for compression of still 3D integral images [12][13][14][15].
The algorithm took advantage of the redundancies within the
microlens sub-images (intra sub-image coding) and the
redundancies between adjacent microlens sub-images (inter
sub-image coding). The use of intra and inter sub-image
coding resulted in much better results than those obtained
with the baseline JPEG with respect to both image quality
and compression ratio. The main advantage of using
transform coding is that integral 3D images are inherently
divided into small non-overlapping blocks referred to as
microlens sub-images. This leads to high compression with
less blocking artefacts.

A. The Development of Integral 3D Imaging

The first person who originated the term integral 3D
imaging was Lippmann [16] in 1908. To record an integral
photograph Lippmann used a regularly spaced array of small
lenslets closely packed together in contact with a
photographic emulsion. Each lenslet views the scene at a
slightly different angle to its neighbour and therefore a scene
is captured from many view points and parallax information
is recorded. After processing, if the photographic
transparency is re-registered with the original recording
array and illuminated by diffuse white light from the rear,
the object will be constructed in space by the intersection of
ray bundles emanating from each of the lenslets. It is the
integration of the pencil beams, which renders integral
imaging unique and separates it from Gaussian imaging or
holography. In replay the reconstructed image is
pseudoscopic (inverted in depth). Optical and digital
techniques to convert the pseudoscopic image to an
orthoscopic image have been proposed [6][7][8][9][10][11].
An optical configuration necessary to record one stage orthoscopic 3D integral images has been proposed [6-8] and is shown in figure 1. This employs a pair of microlens arrays placed back to back and separated by their joint focal length, which produces spatial inversion. The arrangement allows a pseudoscopic image to be transferred such that it can straddle a separate microlens recording array (close imaging). The recording micro-lens array can be put anywhere in the transferred image space to allow the desired effect to be achieved freely. The object can be entirely inside of the display, outside of the display, or even straddling the display. The space transfer imaging scheme offers the flexibility of recording the object at a desired depth.

The system uses an additional lens array, which images the object space around the plane of the microlens combination. This arrangement has been termed a two-tier optical combination. Effectively the first macro array produces a number of pseudoscopic, laterally inverted, images around the double integral microlens screen. This image is transmitted effectively negating the sign of the input angle such that each point in object space is returned to the same position in image space. The arrangement performs pseudo phase conjugation, i.e., transfer of volumetric data in space. The image is transmitted with equal lateral longitudinal magnification, and the relative spatial co-ordinates, are preserved i.e. there is no inversion in the recorded image and no scale reduction in depth.

It is possible to capture integral 3D images electronically using a commercially available CCD array [6-8]. This form of capture requires a high resolution CCD together with specialised optical components to record the micro-images fields produced by precision micro-optics. The two-tier system shown in figure 1 has been used for the capture of the integral images used in this work. The object/scene is recorded on a film placed behind the recording microlens array through a rectangular aperture. The recorded data is then scanned using a high resolution scanner.

The aperture greatly affects the characteristics of the micro-images recorded. Since each micro-image is an image of the object seen through the aperture independently, its shape and size is determined by the aperture. If the field of a micro-image is fully covered by the image, it is said to be fully-filled, otherwise it is said to be under-filled or over-filled. Under-filled micro-images are caused by smaller aperture size than the correct size, and lead to decreased effective viewing zone with large part of the image area invalid when the image is replayed. Over-filled micro-images on the other hand are caused by bigger aperture size than the correct one. The overlapped micro-images lead to confusion in image reconstruction, thus degrade the replay quality. The system is setup to avoid over-filled micro-images to obtain a good 3D integral image quality.

The system would record live images in a regular block pixel pattern. The planar intensity distribution representing an integral image is comprised of 2D array of M x M micro images due to the structure of the microlens array used in the capture and replay. The resulting 3D images are termed Omnidirectional Integral Images (OII) and have parallax in all directions. The rectangular aperture at the front of the camera and the regular structure of the hexagonal microlenses array used in the hexagonal grid (recording microlens array) gives rise to a regular ‘brick structure’ in the intensity distribution.

In this paper, the simulation work is carried out on unidirectional integral images (UII) which are obtained by using a special case of the integral 3D imaging system where 1D cylindrical microlens array is used for capture and replay instead of a 2D array of microlenses. The resulting images contain parallax in the horizontal direction only. Figure 2(a) shows an electronically captured unidirectional integral 3D image and figure 2(b) shows a magnified section of the image. The M vertically running bands present in the planar intensity distribution captured by the integral 3D camera are due to the regular structure of the 1D cylindrical microlens array used in the capture process.
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III. Proposed 3D Video Encoder With ES-Based ME

Evolutionary computation (EC) theories were developed originally from observing natural evolution of life form. Because of this, the terminology surrounding the field of EC is full of analogies with natural evolutionary process. It was particularly from Darwin’s theories [26] that the best techniques regarding the optimization, modelling and the control of unknown processes were developed. EC has long been exploited in the video coding field. A very well known form of EC called Genetic Algorithm (GA) was used to perform image registration as part of a larger Digital Subtraction Angiography (DAS) system [27][28]. Subsequently, GA search algorithm has been applied for motion estimation [29][30][31][32]. Hardware implementation of Four-Step genetic search algorithm was proposed in [29].

Similarly, the Evolutionary Strategies (ES) were developed to solve technical optimization problems in video coding field. Thus, the motion and disparity estimation has been carried out using a $(1+\lambda)$ rudimentary ES for stereoscopic video sequences, which includes calculation of P- and B-frames, weighted prediction, joint motion disparity estimation [33][34]. In this paper, we apply ES to estimate the motion and inter-view disparity vectors in lenticular video coding.

A. Coding structure

Each viewpoint video sequence represents a unique recording direction of the object scene. Hence the 3D integral video sequence can be separated into its respective distinctive viewpoint videos. Figure 3 illustrates the viewpoint extraction for a lenticular video of 4 distinctive viewpoints. Columns of pixels formed by each micro lens representing the similar view points are placed near to each other to form the viewpoint images. These viewpoint video sequences are used in the motion compensation.

The best motion vectors for each viewpoint can be found by applying a conventional block-matching algorithm. However such a technique would be too complex and time consuming. Since viewpoint images are captured by slightly different viewing angles, there is a great deal of redundancies. Therefore, it is advantageous to find a proper set of motion vectors only for a single viewpoint and utilize this correlation to minimize the overall coding complexity.

Compression efficiency can be maximized if disparity correlations amongst the viewpoints are also considered. Exploitation of such additional redundancies, however, increases the computational complexity further. Therefore, there is a great deal of necessity for an efficient technique to exploit most of the existing correlations within lenticular video at an acceptable computational cost. Following this argument, we propose to motion compensate one of the middlemost viewpoints and the rest of the view points are motion and disparity compensate jointly considering the motion compensated viewpoint as the base viewpoint. Proposed structure is illustrated in Figure 4. Please note that the figure represents only the first five view points. After coding the base viewpoint (i.e. Viewpoint 5) with respect to the base viewpoint of the reference frame, viewpoint 3 is coded taking the corresponding viewpoint from the reference frame and the reconstructed version of the base.
viewpoint of the current frame as references. Subsequently, the viewpoint 4 is coded taking reconstructed versions of the viewpoint 3 and 5 of the current frame and the viewpoint 4 of the reference frame as references. This process is repeated for the other viewpoints in the sequence.

Use of an exhaustive search technique such as full search would result in an unacceptable computational complexity. We propose to use evolutionary strategy to minimize the computational complexity.

B. Proposed evolutionary strategy

ES typically uses deterministic selection in which the worst solutions are purged from the population based directly on their fitness function value. The (μ+λ)-Evolutionary Strategy demonstrated in Figure 5 is used in this work with an increasing level of imitation of biological evolution [35], where μ means the total number of parents in previous population, and λ stands for the number of offspring generated from mutated parents.

Figure 5 (μ+λ)-Evolutionary Strategy-based motion estimation algorithm

C. Chromosome representation

Each chromosome represents three elements of a motion vector, i.e. the data for coordinates x and y and the reference frame (in case of a motion compensation) or viewpoint (in case of a disparity compensation). Each element is described by 2 genes: object and strategy genes as shown in the Figure 6 (a). Object gene defines the actual value of the element. x and y represent the horizontal component of the motion/disparity vector. reference represents whether the vector is a motion vector or a disparity vector and if it is a disparity vector, whether it is upper viewpoint or the lower viewpoint. Values of the object genes determine how large the mutation is. The value of object gene of x and y are determined from the search window size. For example, if the search window is within the range [-16, 16], then the value of object gene can take any integer number inside of this range. The search window size depends on the maximum motion vector size. Strategy gene determines whatever local or global search will be carried out. Smaller value of strategy gene more localised become the search process. The negative value defines the decrement of mutated gene and positive values respectively determine the increment of the mutated gene. The strategy parameter depends on the window size and can take any value up to its maximum. In order to implement the local search, we choose to set the strategy parameter to values -1 or 1.
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Figure 6 Chromosome representation (a) General representation of chromosome; (b) an example of chromosome

D. Fitness Function

The quality of the chromosome is defined by fitness function. Fitness function is calculated based on the Sum of Absolute Difference (SAD). Each chromosome in newly generated population is evaluated using fitness function.

E. Evolutionary strategy operators

In order to reduce the number of generations required to obtain the satisfactory solution, the initial population is generated from randomly generated chromosomes. However since the argument of a large number of motion vectors is equal or closer to zero, (0, 0) motion and disparity vectors are also included in the initial generation. Selection takes place only amongst the offspring’s (mutated values) and parents. The size of population in the next generation is fixed and set to 20 individuals. The new population is generated from the 20 best chromosomes from the previous population that combines both parents and offspring as shown in Figure 1.

Mutation rate defines the percentage of genes to be mutated in a newly generated population. Mutation rate used in the experiments was set to 8.5%. In general the value of the strategy gene is generated randomly from the local search increment window specified in advance. In our case, the strategy gene value can vary within the range [-1, 1]. For example, if the strategy gene in the x coordinate shown in Figure 6 (b) is chosen to be mutated, then its value will be changed to 1. The new value of the object gene (if this gene has been chosen to be mutated) is defined as following:

\[ x_{\text{op}}^{\text{new}} = x_{\text{op}} + x_{\text{op}} \]

where \( x_{\text{op}}^{\text{new}} \) is the new value of mutated object gene for x coordinate, \( x_{\text{op}} \) and \( x_{\text{op}} \) are the values of object and strategy genes for x coordinate respectively. Similarly the genes for y coordinate and the reference are calculated.

Let us consider an example shown in Figure 6 (b). The value of x coordinate is 10, if this gene has been chosen to participate in mutation, the value of this gene will be
decremented by 1 and a new gene will be produced with an object gene equaled to 9. In the case of the \( y \) coordinate with an object parameter of value -12, this will be incremented by one, if it is chosen to be mutated and therefore will produce a new gene with an object gene value of -11. The new reference would be 1, if it is elected to be mutated.

Mutation rate defines the percentage of genes to be mutated in the population. In the current work, 8.5% of the genes randomly selected from the population are mutated.

IV. RESULTS

Proposed joint motion and disparity estimation technique is implemented in a 3D-DCT integral image codec based on the architecture described in [12] for performance evaluation. An adaptive arithmetic coder is used for the entropy coding and the quantizer step size ranged from 10 – 50. The population size of 30 was used for ES. The number of generation and the mutation rate are set to 10 and 0.17 respectively based on preliminary experimental results. Peak Signal-to-Noise Ratio (PSNR) is used to measure the objective quality.

Figure 7-10 show the objective quality comparison of the proposed ES based joint motion and disparity estimation technique (denoted as ES-JM&D) for the Room integral video test sequence of image size 512×512 against three reference cases namely:

(i) Motion only full search (FS-MOTION) – motion compensated prediction is used and the motion vectors are calculated using the full search algorithm.

(ii) Motion only ES search (ES-MOTION) – as above except full search is replaced with ES search.

(iii) Joint motion and disparity full search (FS-JM&D) – joint motion and disparity compensated prediction is used with ES search.

Figure 7, Figure 8 and Figure 9 depict the relative performance of the above algorithms for selected viewpoints and Figure 10 does for the entire frame. Results show that FS-JM&D has outperformed FS-MOTION by over 1 dB. This is a clear evidence that the use of disparity redundancies together with the motion can greatly improve the compression efficiency. However, as described in the section 3, this improvement comes at an expense of multifold increment in the computational complexity. This is where ES become helpful. According to Table 1, ES gives an 84% decrease in coding complexity over Motion Search and over 90% decrease in coding complexity over disparity. It is clear that the ES significantly minimizes the computational complexity. According to Figure 7-10, however, there is a slight objective quality penalty. Still the proposed technique has achieved over 1 dB objective quality gain.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Number of search points</th>
<th>Complexity gain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full search</td>
<td>ES search</td>
</tr>
<tr>
<td>Motion</td>
<td>1024</td>
<td>132</td>
</tr>
<tr>
<td>Disparity</td>
<td>3072</td>
<td>183</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper proposes a novel technique to exploit motion and disparity redundancies in 3D integral video sequence and low complexity optimization technique. The integral video sequence is decomposed down to viewpoint video sequences and the motion and disparity redundancies are jointly exploited to maximize the compression efficiency. We further proposed an optimization technique based on evolutionary strategies to minimize the computational complexity of the joint motion-disparity estimation. Experimental results show that ES based joint motion and disparity estimation technique achieve over 1 dB objective quality gain while maintaining up to 94% computational cost saving.
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