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Abstract
We investigate the algorithmic approximation of ordinary differential equations having a known conservation law, with finite difference schemes which inherit a discrete version of the conservation law. We use the method of moving frames on a multispace due to Olver. We assume that the system of ODEs to be studied has a variational principle and that the conservation law arises from a variational symmetry via Noether's theorem.

Categories and Subject Descriptors
G.1.2 [Approximation]: Nonlinear approximation; I.1.2 [Symbolic and algebraic manipulation]: Algorithms; J.2 [Physical Sciences and Engineering]:

General Terms
Algorithms
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1. Introduction
It has been observed that numerical integrators which preserve energy, potential vorticity, symplecticity, integrability, and so forth, exhibit good long term approximation of physically important qualitative features. Hence substantial research effort is underway to obtain and analyze discrete approximations which inherit conservation laws or other geometric properties. We refer the reader to the excellent survey articles [1, 13] for a guide to the literature, examples and results. Approximations obtained by discretising the variational principles underlying the continuous models are of great interest [20, 8]. Indeed, many physically important conserved quantities can be obtained by applying Noether's theorem to a variational principle.

The use of Noether's theorem to find conservation laws requires the application of symmetry analysis to differential equations and their associated Lagrangians. The computation of symmetries and conservation laws is now a standard part of computer algebra [9], requiring the use of characteristic set algorithms to simplify the overdetermined systems of differential equations that arise en route (cf. [10, 15, 18]). More recently, software packages which utilise related computations such as equivalence classes for on-line symbolic integrators of nonlinear ordinary differential equations, are being developed [3, 4, 19].

The ultimate aim of the line of investigation of the present article is to have a set of software tools which answer questions such as, “what possible numerical integration schemes exist, for the system of differential equations at hand, which possess analogues of given geometric properties?” Further, we would want to know in some detail how good they are, and how they can best be used. This is clearly a major undertaking. We begin by asking whether discretisations can be found by algorithmic methods, suited to symbolic computation, which preserve a first integral of an ordinary differential equation obtained as a conservation law of a Lagrangian. This is an important first step in the development of an algorithm to find discretisations which preserve conserved quantities of higher dimensional equations.

Suppose a given ODE is invariant under a finite dimensional Lie group G. The method of moving frames [6, 7] as it applies in the so-called multispace for curves, defined recently by Olver [17], yields a finite difference approximation which inherits the group G as its symmetry group. If the ODE is an Euler-Lagrange equation and if the first integral arises via Noether’s theorem from a variational symmetry, then one might hope to use a moving frame on a multipoint space to obtain an approximation which inherits the variational symmetry. Using methods similar to those recently announced in [12], there will then be a conservation law of the discretisation which relates in a natural way to the integral of the original. Here we show how this programme might work and discuss the issues that arise.

We take for our main example the Emden-Fowler ODE

\[ \Delta : \quad y'' + \frac{2y'}{x} + y^r = 0 \] (1)
which is the Euler-Lagrange equation for the Lagrangian
\[ L = -x^3(y')^2/2 + x^2y^6/6 \]  

(2)
The group action
\[ x^* = xe^{2\epsilon}, \quad y^* = ye^{-\epsilon} \]  

(3)generates a variational symmetry; \( Ldx \) is an invariant one-form. The conservation law or first integral obtained from a straightforward application of Noether’s theorem is
\[ \phi_1 = x^3(y^*)^2 + x^2yy' + x^3y^6/3. \]  

(4)
First we discuss the multipoint space construction, and then give the moving frame for the given group action. Next we discuss an analogue, for discrete systems, of the variational methods which form the context for Noether’s theorem. This is the theorem which yields conservation laws from variational symmetries. We obtain a discretisation of (1) which inherits the variational symmetry. Hence we derive a differential-difference conservation law for the difference equation, with the mesh spacing as a new independent variable. We show this conservation law has, for its continuum limit, the integral (4).

2. MULTISPACE AND MOVING FRAMES
One major application of multispace is that it allows differential equations and their approximations to be considered as aspects of a single mathematical construction. We give here an outline of the construction of the multispace of curves, and refer the reader to [17] for the details and proofs. We then discuss and show an example of a moving frame. The group invariants obtained from the frame will be used in the next section.

**Definition 1.** Let \( M \) be a manifold. An \((n + 1)\)-pointed curve \( C = (z_0, \ldots, z_n; C) \) lying in \( M \) consists of a smooth curve \( C \subset M \) and \((n + 1)\) not necessarily distinct points lying on the curve.

**Definition 2.** Let \#i = \#\{j | z_j = z_i\}. Two curves are equivalent, \((z_0, \ldots, z_n; C) \sim (\tilde{z}_0, \ldots, \tilde{z}_n; \tilde{C})\) if and only if for all \( i \), \( z_i = \tilde{z}_i \) and setting \( k = \#i - 1 \), then the \( k \)-th jet of \( C \) at \( z_i \) equals the \( k \)-th jet of \( \tilde{C} \) at \( \tilde{z}_i \).

Equivalence is a generalisation of the notion of \( n \)-th order contact. If the \((n + 1)\) points \( z_i \) coincide, then the pointed curves are equivalent precisely when they have \( n \)-th order contact. If the \((n + 1)\) points are distinct, then equivalence means simply that \( \tilde{z}_i = z_i \) for all \( i \).

**Definition 3.** The multispace of curves \( M^{(n)} \) on a manifold \( M \) consists of the equivalence classes of the set of all \((n + 1)\)-pointed curves.

By construction, \( M^{(n)} \) contains both \( J^{(n)}(M) \), the \( n \)-th jet bundle over \( M \), as well as the set \( M^{(n+1)} \), the Cartesian product of \((n + 1)\) copies of \( M \) minus the set of points at which any two components are equal. The intermediate cases, where some but not all the points on the curve coincide, are elements of off-diagonal Cartesian products of jet bundles.

Co-ordinates on \( M^{(n)} \) are defined recursively. A typical element of \( M^{(n)} \) is the equivalence class of \((z_0, \ldots, z_n; C)\) where \( z = (x, f(x)) \) is the curve \( C \). Define \([z_i]_C = f(x_i)\), and
\[ [z_0 z_1 \cdots z_k]_C = \lim_{z \to z_k} \frac{|z_0 z_1 \cdots z_k z| - |z_0 z_1 \cdots z_{k-1}|_C}{x - x_{k-1}} \]  

(5)where \( z = (x, f(x)) \in C \) tends to \((x_k, f(x_k))\) along the curve. If \( z_k \neq z_{k-1} \), we can replace \( z \) by \( z_k \) directly in the difference quotient and ignore the limit. If all \((k+1)\) points coincide, then \([z_0 z_1 \cdots z_0]_C = f(x)/k! \). The independent variables \( \kappa [z_0 z_1 \cdots z_k]_C, k \geq 0 \) form a local co-ordinate system on \( M^{(n)} \).

We wish to consider conservation laws which arise from a variational symmetry, so we consider group actions on the multispace of curves. If the Lie group \( G \) acts smoothly on \( M \) there is an induced action on \( M^{(n)} \); one simply takes the induced action on the curves and the points that lie on it. On \( J^{(n)}(M) \), the action is the standard prolongation of the group action, obtainable using the chain rule of differentiation, while on \( M^{(n+1)} \) the action amounts to the product action.

**Definition 4.** If \( G \times K \to K \) is a smooth action of \( G \), then a right moving frame on \( K \) is a right \( G \)-equivariant map \( p : K \to G \), that is, \( \rho(g \cdot z) = p(z)g^{-1} \).

Moving frames exist if and only if the action is regular and free. In practice frames are defined, and used, only locally. We refer the reader to [6, 7] for details, discussion, proofs and examples.

In practice a right moving frame is obtained by solving a set of equations of the form \( \Phi(y) = 0 \) for \( g \) as a function of \( z \in K \); that is, the frame satisfies \( \Psi(\rho(z \cdot z) = 0 \). One requires \( \Phi \) to satisfy the conditions of the implicit function theorem so that the solution is unique. The system \( \Phi = 0 \) is known as the set of normalisation equations.

**Theorem 1.** The components of \( I(z) = \rho(z) \cdot z \) are invariants.
**Proof.** \( I(y \cdot z) = \rho(y \cdot z)g^{-1}y \cdot z = \rho(z) \cdot z = I(z) \).

Thus, once the frame is known, the invariants are straightforward to obtain; one simply evaluates the components of \( g \cdot z \) on the frame! Further, a simple replacement rule enables any invariant function to be written in terms of these invariants.

**Theorem 2 (Fels-Olver-Thomas).** Let \( y_1, \ldots, y_N \) be local co-ordinates of a point \( z \in K \) and suppose \( \rho(z) \cdot z = (Y_1, \ldots, Y_N) \). If \( F(z) = F(g \cdot z) \) is an invariant function, then \( F(y_1, \ldots, y_N) = F(Y_1, \ldots, Y_N) \).

Thus, to find the expression of \( F \) in terms of the invariants, simply replace each \( y_i \) with the corresponding component of \( I \).

**Example** Consider the group action (3). The prolongation to the derivatives of \( y \) is obtained by the chain rule:
\[ \frac{d^n y^*}{dx^{*n}} = e^{-2\epsilon - 1} \frac{d^n y}{dx^n}. \]
To obtain the action on the coordinates of \( M^{(n)} \), let \( w_k = z_k^* \) for all \( k \). Then

\[
[w_0] = e^{-\epsilon} [z_0] \\
[w_0 w_1] = \lim_{(x,y) \to (x_0,y_0)} e^{-\epsilon (y - y_1)} = e^{-\epsilon n} [z_0 z_1] \\
[w_0 \cdots w_n] = e^{-\epsilon (n+1)} [z_0 \cdots z_n]
\]  

(6)

If we take the normalisation equation to be \( [w_0] = 1 \), then the frame is given by \( e^{-\epsilon} = [z_0] \). The invariants are obtained by evaluating the \([w_0 \cdots w_k] \) on the frame, whence the invariants are

\[
J_0 = x [z_0]^2, \quad M_k = [z_0 \cdots z_k]/[z_0]^{2k+1}.
\]

The corresponding differential invariants are

\[
J_{0, \text{diff}} = xy, \quad M_{k, \text{diff}} = y^{-2k-1} \frac{\partial^k y}{\partial x^k}
\]

while the first two finite difference invariants are

\[
M_{1, \Delta} = \frac{y_1 - y_0}{y_0}, \quad M_{2, \Delta} = \frac{x (x_1 - x_0)}{y_0} \frac{y_1 + (x_1 - x_2) y_2 + (x_2 - x_1) y_0}{(x_2 - x_0) (x_1 - x_0) (x_1 - x_2) y_0}
\]

where we have used the subscripts 'diff' and 'Δ' to denote the differential and difference versions of the multiaspace quantities.

Looking at the Emden-Fowler equation (1), by dividing by \( y \) we obtain the ODE in terms of differential invariants. Using the replacement rule, we can immediately write down a multiaspace approximation to the ODE which inherits the symmetry, namely

\[
M_2 + 2 M_1 / J_0 + 1 = 0.
\]  

(7)

We want to somehow translate these quantities to be in terms of the discretisation variables \( y_n \), and \( n \), to obtain a discrete equation with the correct symmetry. Consider the standard mesh, \( x_n = nh \). (This mesh is a natural choice as it is compatible with the scaling group, a point discussed below.) Since \( n \) cannot vary in a continuous way, \( n \) must be an invariant, and the group action induced on \( h \) is then \( h = e^{-\epsilon} h \). The idea of using a moving mesh was suggested by Dorodnitsyn [5]. If we translate the multi-space invariants to 'typical' discretisation co-ordinates, namely \( y_j \to y_{n+j} \), \( x_j \to (n+j) h \), to obtain discrete invariants, we obtain

\[
J_{0,t} = n b y_n^2, \quad M_{1,t} = \frac{y_{n+1} - y_n}{h y_n^2}, \quad M_{2,t} = \frac{y_{n+1} - 2 y_n + y_n}{2 h y_n^2}
\]  

(8)

where the subscript \( t \) denotes 'typical' (for want of a better term). The invariants for other mesh spacings are derived similarly.

Using the standard mesh approximation in this naive way, we obtain an ordinary difference equation approximation to the Emden-Fowler equation (1). Unfortunately the resulting equation does not have an underlying discrete variational principle; it is not a discrete Euler-Lagrange equation (in the sense of [12]). Hence a conservation law cannot be obtained via Noether's theorem. We investigate how to obtain a difference equation for which there is a variational principle in the next section.

We remark that the "standard mesh" \( x_n = nh \) is compatible with the scaling group we consider here, in the sense that scaling and discretisation using a standard mesh commute. Indeed, it has been shown that scaling groups are the only groups which commute with the usual discretisation process [2]. However, the multispace method yields an approximation for any group action. Further, just as any non-trivial group action can be transformed (in principle) to a translation group, in the so-called canonical variables, so can it be transformed to a scaling group (in the exponentiated canonical variables). Of course, the mesh compatible with the group in the original variables may be highly nonlinear. The derivation and the study of the practicality and application of compatible meshes is a topic for further study.

3. DISCRETE VARIATIONAL METHODS AND CONSERVATION LAWS

A rigorous analogue of the variational complex for difference equations was recently developed [12], and all proofs of our assertions appear there. We consider equations defined on one-dimensional lattices, and show the relevant calculations for our main example.

Definition 5. The shift operator acting on functions of \( n \), \( u_n \) and (a finite number of) iterates of \( u_n \), is defined by

\[
S(P_n) = S(P(n, u_n, \ldots , u_{n+m})) = P(n + 1, u_{n+1}, \ldots , u_{n+m+1}) = P_{n+1}.
\]

Theorem 3. The adjoint of the shift operator with respect to the \( \ell_2 \) inner product, is \( S^{-1} \).

Proof.

\[
\sum S(P_n) Q_n = \sum P_{n+1} Q_n = \sum P_n S^{-1} (Q_n)
\]  

(9)

by a change of dummy variable.

If a discrete Lagrangian \( L_n \) is given, then the associated discrete Euler-Lagrange equation is

\[
E(L_n) = \sum S^{-1} \frac{\partial L_n}{\partial u_{n+m}} = 0.
\]  

(10)

Definition 6. If \( P_n = 0 \) is a difference equation, define its linearisation to be

\[
D(P) = \frac{d}{dn} |_{n=0} P(n, u_n + \epsilon Q_n, \ldots , u_{n+m} + \epsilon Q_{n+m}).
\]

Theorem 4. A difference equation \( P_n = 0 \) is an Euler-Lagrange equation if and only if the linearisation \( D(P) \) is self adjoint with respect to the \( \ell_2 \) inner product. That is, if

\[
\sum D(P) Q_n \cdot R_n = \sum Q_n \cdot D(P) R_n.
\]

The self-adjointness of the linearisation is the criterion which guarantees that the discretisation has a discrete variational principle.
Returning to our example, first note that the continuous Euler-Lagrange operator acting on (2) yields $P = x^2 \Delta$. The linearisation has the self-adjoint (Sturm-Liouville) form

$$D_P(Q) = -\frac{d^2}{dx^2} \left( -x^2 \frac{d}{dx} Q \right) + 5x^2 y^4 Q$$

and thus we can translate this to a self-adjoint difference form quite simply, it is

$$(S^{-1} - \text{id})f_n(S - \text{id})Q_n + g_n y_h^3 Q_n = 0$$

where id is the identity operator and $f_n = f(n, h)$, $g_n = g(n, h)$ are to be determined. We do not at this point translate $x^2$ to a discrete quantity, as we need the freedom to ensure the necessary conditions of symmetry are met. Hence we consider the difference equation

$$P_n : \quad (S^{-1} - \text{id})f_n(S - \text{id})y_{n+1} + g_n y_h^3 = 0$$

$$= -f_n y_{n+1} + (f_n + f_{n-1})y_n - f_{n-1} y_{n-1} + g_n y_h^3$$

$$= 0. \quad (11)$$

**Remark** Recall we have taken $x_n = nh$, with $h$ a parameter. In general, if we regard $y_n, x_n$ as two dependent variables, then we need two equations, as there will be an Euler-Lagrange equation derived from a Lagrangian for each dependent variable.

The homotopy operator (cf. [12]) which yields the Lagrangian $L_n$, for an equation $P_n = 0$ whose linearisation $D_P$ is self-adjoint is

$$L_n = \int_0^1 P_n(\lambda y)y_n d\lambda.$$ 

The notation $P_n(\lambda y)$ means that in the expression for $P_n$, $y_{n+k}$ is replaced by $\lambda y_{n+k}$ for all $k$. The Lagrangian obtained from (11) is

$$L_n = -\frac{1}{2}(f_n y_{n+1} - (f_n + f_{n-1})y_n^2 + f_{n-1} y_{n-1}) + \frac{1}{2}g_n y_h^3.$$ 

$$\quad (12)$$

**Definition 7.** A group action is a variational symmetry of a discrete Euler-Lagrange equation with Lagrangian $L_n = L_n(n, h, y_n)$ if $L_n$ is invariant under the action. In [12], the notation $\Delta$ is used for $dn$.]

The discretisation (11) needs to have $P = x^2 \Delta$ (where $\Delta$ is given in (1)) for its continuum limit, while having the group action

$$n^* = n, \quad h^* = e^{2\pi i} h, \quad y_n^* = e^{-\pi i} y_n \quad (13)$$

as a variational symmetry. This yields conditions on $f_n$ and $g_n$, the functions to be determined.

The condition $L^* dh^* dn^*$ yields

$$L^* dh^* = L dh$$

$$-\frac{1}{2} \left[ (f_n - f_{n-1})y_{n+1} + (f_n^* - f_{n-1}^*)y_n^2 + (f_{n-1}^* - f_{n-1})y_{n-1} + \frac{1}{2}g_n e^{4\pi i} - g_n y_h^3 \right] = 0 \quad (14)$$

In this case we have

$$f_n^* = f_n, \quad g_n^* = e^{4\pi i} g_n \quad (15)$$

by inspection. More generally, one would obtain a set of overdetermined equations to solve.

Next, the condition that the continuum limit of $P_n$ is $x^2 \Delta$ must hold. Setting $y_n = y(x)$, and

$$y_{n+1} = y(x \pm h) = y(x) \pm h y'(x) + \frac{1}{2} h^2 y''(x) + O(h^3)$$

we have

$$P_n = -\frac{1}{2} h y''(f_n + f_{n-1}) + h y'(f_n - f_{n-1})$$

$$+ g_n y^3 + O(h^3)$$

$$\approx x^2 y'' + 2xy' + x^3 y^5$$

$$= n^2 h^2 y'' + 2n hy' + n^2 h^2 y^3$$

using $x = nh$. Equating coefficients we obtain

$$f_n + f_{n-1} = -2n^2, \quad f_n - f_{n-1} = -2n, \quad g_n = n^2 h^2.$$ 

Thus

$$f_n = -n(n + 1), \quad g_n = n^2 h^2.$$ 

These satisfy the group action equations (15).

**Theorem 5.** The equation

$$P_n = n(n + 1)y_{n+1} - 2n^2 y_n + n(n - 1)y_{n-1} + h^2 n^2 y_n^3 = 0 \quad (16)$$

has $P = x^2 \Delta$ for its continuum limit, is a discrete Euler-Lagrange equation with Lagrangian

$$L_n = \frac{1}{2}(n(n + 1)y_{n+1} - 2n^2 y_n + n(n - 1)y_{n-1} + n h^2 n^2 y_n^3) \quad \quad (17)$$

and has the group action (13) as a variational symmetry.

Although the homotopy operator provides a systematic technique for constructing a Lagrangian $L_n$, this Lagrangian is not unique. Any other function $\tilde{L_n}$ that differs from $L_n$ by a total difference, $(S - \text{id})\tilde{f}$, is also a Lagrangian for the difference equation. This freedom enables us to replace the Lagrangian (17) with the equivalent Lagrangian

$$\tilde{L_n} = L_n + (S - \text{id})\left( \frac{1}{2} n(n - 1)(y_n y_{n-1} - y_n) \right)$$

$$= -\frac{1}{2} n(n + 1)y_{n+1} - y_n^2 + \frac{1}{2} h^2 n^2 y_n^3. \quad (18)$$

Clearly, this Lagrangian tends to the continuous Lagrangian in the limit as $h \to 0$ with $x = nh$ fixed.

Finally, we construct the conservation law guaranteed by Noether’s theorem. For convenience, we shall use $\tilde{L_n}$ rather than $L_n$: the conservation laws of the two Lagrangians are equivalent. Taking $d(\tilde{L_n}(n, h^*, y_n^*)) e^{-2\pi i} \tilde{L_n})/d\epsilon$ at $\epsilon = 0$ yields

$$(y_n + 2h y_{n-1}) \frac{\partial \tilde{L_n}}{\partial y_n} + S(y_n + 2h y_{n-1}) \frac{\partial \tilde{L_n}}{\partial y_{n+1}}$$

$$+ 2h \frac{\partial \tilde{L_n}}{\partial h} + 2\tilde{L_n} = 0, \quad (19)$$

4
where $y'_n = \partial y_n / \partial \ell$. We now mimic the use of integration by parts to obtain the conservation law (cf. [16], page 272). For the discrete part of (19), "integration by parts" takes the form

$$S(\ell)g - fS^{-1}g = (S - \ell)\{ fS^{-1}g \}.$$

Equation (19) can then be written in the form,

$$y_n + 2hy'_n, E(\ell)$$

$$+(\ell - \ell) [n(n - 1)(y_n + 2hy'_n/(y_n - y_{n-1})]$$

$$+ \frac{\partial}{\partial \ell} \left[ \frac{1}{2}n^{-1}h^2 y_n^2 - n(n + 1)h(y_{n+1} - y_n)^2 \right] = 0.$$

The conservation law for solutions of $E(\ell)$ is 0 then

$$y_n + 2hy'_n, E(\ell)$$

$$+(\ell - \ell) [n(n - 1)(y_n + 2hy'_n/(y_n - y_{n-1})]$$

$$+ \frac{\partial}{\partial \ell} \left[ \frac{1}{2}n^{-1}h^2 y_n^2 - n(n + 1)h(y_{n+1} - y_n)^2 \right] = 0.$$

Theorem 6. The continuum limit of (20) is (4).

Proof. Multiplying and dividing the first summand by $h^2$ and the second by $n$, setting $x = nh$ and noting (1/n)d/dh = dh/dx yields that the continuum limit of (20) is indeed the first integral (4) of (1).

Thus the conservation law (20) is the desired discrete approximation of the integral for the discretisation (16) of the Emden-Fowler ODE (1).

In fact, P_\ell is the "central difference" discretisation of $\Delta$, and the reader might well remark that we have worked very hard to find a well-known approximation. However, along the way we have obtained the discrete variational principle and the conservation law, so that we have, in fact, proved that the central difference discretisation is a "geometric integrator" for the equation.

Finally, we relate the discretisation found to the multi-space invariants of §2. In fact, if we had made a central difference translation of the multi-space invariants rather than the obvious ‘tropical’ one we used earlier, we would have obtained the correct answer in one go (but without realising why!) We conclude this section by conjecturing that the most important part of a second-order Euler-Lagrange equation, for the purposes of finding a discrete approximation to a conservation law, will be its associated Sturm-Liouville operator, and that the requirements for the discretisation to have a self-adjoint linearisation ensure that a central difference approximation of some kind will be obtained.

4. DISCUSSION

Our method assumes that the ordinary differential equation being studied has a conservation law which arises via a variational symmetry. In other words, the equation is an Euler-Lagrange equation and its Lagrangian form $L dx$ is invariant under a specified group action.

The method we propose, to find a discretisation which inherits the conservation law, is as follows. First the invariants of the group action on the relevant multi-space are calculated [17]. This is a “solve and back-substitute” problem. A mesh which is compatible with the group action is obtained (an open problem in general, requiring canonical co-ordinates for the group action) and the group invariants in terms of the mesh variables obtained from the multi-space invariants. These mesh invariants are the building blocks for the associated discrete Lagrangian. The linearised equation is written in self-adjoint form and translated to a discretised self-adjoint equation. A Lagrangian is obtained by the homotopy operator [12], requiring symbolic integration. The undetermined coefficient equations are calculated by the need for the group action to leave invariant the Lagrangian form and to obtain the correct continuum limit, conditions which generate overdetermined systems to be solved. Finally, the conservation law is obtained by the differential-difference version of Noether’s theorem. This last requires “integration by parts”, code to do this for PDE systems is now well-established, along with other methods for calculating conservation laws for general PDE systems [21, 22].

We remark that first integrals can be obtained directly from general ordinary difference equations [11] even if there is no underlying Lagrangian structure.

The calculations outlined above are carried out in this article for the simple example, equation (1). Its success hints that the method should work for more general examples, but also raises many questions. If we want a robust algorithm to obtain a discretisation which inherits a conservation law, then we need to understand in more detail: (i) the method whereby a mesh which is compatible with the group action is obtained, (ii) the method whereby an operator which is self-adjoint with respect to the inner product on $L_2$ can be “translated” to an operator which is self-adjoint with respect to the inner product on $L_2$, such that the discrete operator has the continuous operator as a continuum limit. Our example shows that for second order Lagrangians, putting the linearised equation into Sturm-Liouville form, and using central difference co-ordinates on the multi-space, are the key.

Even if these questions can be resolved in principle for wide classes of equations, the possibility of implementing our algorithm in a symbolic computing environment raises further problems. An implementation of a number of the calculations associated with moving frames for differential systems, such as the recurrence formulae for invariantised differentiation, has been implemented in Maple [14]. However, an effective implementation of the moving frame method for finding the invariants with which to write down the approximation, would require the verification of the conditions of the implicit function theorem with only algebraic tools; this is one main difficulty of the "solve and back-substitute" problem mentioned above. For particular classes of normalisation equations used to define the frame, such as polynomial equations forming a prime ideal, effective algebraic tools should exist.

Nevertheless, in practical applications, we would hope that many of the steps could be carried out symbolically.

Finally, the practicality of the "geometric" discretisations obtained needs to be investigated. Can they be implemented to yield an efficient numerical integrator, and do the numerical calculations that result give insight into physically important problems? This question is part of the wider debate on whether geometric integrators are better integrators, or not; time will tell.
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